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ANOTATION /2%

! The articles of this collection encompass a broad

i

range of questions assoclated with theoretical analysis
and design of equipment used in conducting space ex-
periments. The information on theoretical analysis

i of the possible apparatus solutions used to generate
information streams aboard spacecraft is covered most

; completely. The articles on coding methods reflect
the urgent necessity for more sophisticated onboard
processing of the information obtained. The problems
of spacecraft antenna testing, radiometric equipment, 1
and so on are examined.

The volume will be of interest to speclalists
connected with the design and construction of radio-
electronic and radiophysical space equipment.
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SERIES-LENGTH CODING UNDER A PRIORI UNCERTAINTY

¥. M. Shtar'kov and V. ¥, Babkin

ABSTRACT. A modification of the method of
series length coding of bounded length is proposed.
It is shown that if the binary symbol occurrence
probabilities differ markedly, the proposed method may
improve the message compression coefficient. The
improvement depends on the degree of difference of
the probabilities.

INTRODUCTION /3%

The problem of the most effective statistical coding of a
sequence of independent random events with known probabilities of
their occurrence was solved long ago [1]. However, practical
application of the methods developed has been hindered by the
necessity for cumbersome "coding" and "decoding" tables and also
absence of exact knowledge of the message individual probabilitles.

If the source entropy H < 1, the first obstacle can be over-
come with the aid of the statistical coding technigue known as
series-length coding. The first mention of thils method is en-
countered in [2], a considerahly more detalled analysis was made
in [3], and a modification which is very convenlent for practical
purposes was proposed in [4, 5]. Several additional theoretical
and experimental studies [6, 7] were made later. The attention
devoted to this method is explained by the fact that thils is a
nonmniemonic technique and therefore there is no need to store
coding and decoding tables. Moreover, in many cases the results
obtained differ very little from the optimal results.

Considerably more serious is the problem of a priori un-
certalnty. Only a few studies have discussed particular statls-

% Numbers in margin ilndicate pagination in original foreign text.
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tical coding methods with unknown individual message occurrence
probabilities. These methods include, first of all, substitutions
of the universal type [B8]. A quite general approach to the
golution of this problem was proposed quite recently, which
unfortunately did not permit obtaining a coding technique
acceptable from the viewpoint of complexity. The latter problem
has been solved gquite recently [9]). However, for many applications
the proposed coding method is still not sufficiently simple.
Therefore,in the present paper we reexamine series-length coding
and propose modifications which are adapted for operation under
conditiuns of partial or complete a priori uncertainty.

UNIFORM SERIES-LENGTH CODING OF FINITE LENGTH

Without significant loss of generality we limlt ourselves to

examining the sequence of symbols 0 and 1, which are statis-
tically independent and have occurrence probablilities equal to
qand p =1-q, respectively. We also assume that q > p.

In the original varlant [2, 31 series-length codlng con-
sisted in breaking down the subject binary sequence into individual

blocks ("enlarged symbcls") of the form

1

0 (1)
(.4
Qual

and coding of each such block by a nonuniform code. However, /4

all the techniques for such transformation known at the present
time are excessively complex. In [3] a ternary code 1s used which
I's by no means always convenlent, while in [6] the use of codes
with separator symbol is proposed, which is in p. inciple nearly
equivalent to the ternary code but leads to less simplicity of
code combination formation. Moreover, examination of the infinite
sequence of enlarged symbols (1) is impossible in practice. In
opder to find the next enlarged symbol it 1s sufficient to count
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the number of zeros precedlng the one. But any real counter can
count up to a definlite limit.

A different solution was proposed in [4, 5]. 1In place of
(1) the system of enlarged symbols was examined

1 i,
014,
tu] A

(2)

W

where each succeeding block contains one more symbol 0 than the
preceding block, the next-to-last and last blocks contain 1
symbols each, and the total number of blocks is thus equal to

1 + 1. Considering that (2) is a complete system of events, such
partitioning is always possible.

At the same time,changeover to the finite system of enlarged
symbols makes it possible to code using blocks of the same length,
which is impossible in principle when using the system (1),
which contains an infinite number of elements. Let the number r
satisfy the conditicn

Then we can establish one-to-one correspondence between events
from (2) and 2 + 1 (from - .-¢ .) by binary sequences of length
r. It is simplest to match wlth any \i the binary form of the
number i1 (using all r places). Then when ccding it 1s sufficient
to count in an r-place counter the number of Zeros prior to the
cccurrence of the first one (this rule changes somewhat for Al)‘

For any fixed r it is well to select the group of events (2)
as large as possible. Therefore we take I such that

1 ar

- (3)
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The larger the ratio of the input block average length n to
the outiput block average length m, the higher 1ls the effectiveness
of statistical coding. In the present case the output block
length 1s constant and equal to r. And 1t is not difflcult to
estimate the quantity n, considering that the symbols 0 and 1
are statistically independent and the probabi.ities of the events
Al-l’ AZ are equal, respectively, to p, @D, qu,

Ags Ali_%ga s
L, ot oh
wp o 2ap 3¢l Tp ~'-— —3:;— (4)
Then
Koor e i (5)

As is frequently done, we shall call the ratio K = n/m the com-
pression coefficient. Thus, K = K (q, r) and K = K (p, ¥). 1In
the figure,the dashed curves show the dependence of K on r for /5
10'1, 10'2, 1073 ana 10'“, respectively. Each curve has a

maximum,and the value of the variable r for which the maximum 1s

d
n

reached depends on p. The upper bound of the compresslon co-~
efficient 1s

‘. 1
K (p) - T (6)

where {p) - plogyp — (1 — plo (4 — ) is the source entropy. In the
figure, the values of K* (p) for selected values of the probability
p are shown by the horizontal aash-dot lines. We see that
m?xK(P-” differs very little from K* (p) and the smaller p,the

smaller uhis difference. Thus, for known p and q = 1 - p we can
gselect a value of r such that the effectiveness of uniform
serles-length coding of finlte length will differ very little
from optimal statistical coding. This conclusion is valid for
values of p < 10'1. However, 1f p > 10'l then even K* (p) < 2

and the advisability of any statistical coding becomes questionable.
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p=10"%; bh-p - 107%

The fact that for dlf-
ferent values of p the curves
in the filgure reach a maximum
for different values of r =
r (p) means that the subject
method cannot be optimal for
a wide range of p values. In
selectling a definite value of
r when constructing a coding
scheme we must remember that
the value of r which is optimal
for one p may be far from
optimal for another.

Generally speaking, there
18 nothing surprising in this.

None of the statistical coding methods examined in [1, 6, 71
permit constructing a code which provides nearly optimal effective-

ness for various values of p.

coding of bounded length such a method.

Nor 1is uniform series-length

Only in [9-11] was the

possibility shown and constructilve techniques presented for con-
structing codes which are equally effective for various values

of p.
of n.

They differ only in slower approach to K* (p) with 1increase

From this viewpoint it is interesting to recall the results
obtained with nonuniform ccding of an infinite system of enlarged

symbols (1).

According to [2], when using a quaternary alphabet,

which is eguivalent to the use in binary code of a separating

symbol consisting of two symbols [6], for any value of p in the

interval from 0 to 0.5 the values of K (p) satisfy the condition

0.65 K* (p) < K (p) s 0.8 K* (p).

Thus, at the cost of fallure

of X (p) to approach K* (p),a finite relative difference between

K (p) and X* (p) 1s provided.

The longer the length of the se-

parating symbol (or the number of symbols in the code used), the

5
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closer K (p) will be to K¥ (p) as p » 0, but at the same time
the smaller the value of K (p) as p » 1/2.

For small p, when K¥ (p) » 1, the difference between K (p)
and K* (p) of a factor of 1.,2-1.5 1s quite acceptable 1in practice.
However for p = 1/2 such coding would lead tc an error of a factor
of 1.5 in comparison with the pasic binary sequence, which is
completely unacceptable. It is obvious that with broadening of
the range of p values of 1.0 the results deteriorate still more.
Finally, as we mentioned in the beginning o). the sectlon, examina-
tion of an infinite system of enlarged symbols, even as simple
as (1), can be of theoretical interest only.

Let us return to examination of uniform series-length coding
of finite length. Under conditions of partial a priori un-
certainty we can use two different approaches to selection of the
parameter r. Let the range of possible p values be given Py £
P < Py In many ceses 1t 1s important to ensure the largest
value of the compression coefficient K in the worst possiblie case.

We see from the figure that for any r the compression coef-
ficient takes the smallest value for p = pj,. Therefore we should
select r = P, satisfying the condition Af“m,ﬂzzlwmjﬂpm r, which

—

ensures a value of K (p, n ™ A (pu a: max A (P 1) - Tor example, let
r

p < 107%. 1In this case, according to Figurel,? = 8 and K (10'2,

8) = 11.5, For p = 10'3 and r = 8 we obtaln a larger value of K,
equal to 28.2; however,this value row differs markedly from K®
(10'3) = 87.6 and the smalier p, the larger will be K (p, r) and
the larger its difference fron K* (p). These examples show thn%
uniform series-length coding of hounded length can be used under
conditions of partial a priori uncertainty. Naturally, the result
obtained will be better, the smaller the a prilorl uncertainty.

o:




STMPLE METHOD OF NONUNIFORM SERIES-LENGTH ODING OF BOUNDED LENGTH

We mentioned above that for known p w2 can select » such
that uniform series-length coding (in the following we shall omit
the words "of bounded length" for brevity, since the system (1)
wlll not be examined further) yields a value of the compression
coefflicient which differs very little from K* (p). It appears
that this was the reason why nonuniform serles-length coding was
not examined anywhere and was not mentloned. However, under a
priori uncertainty conditions ncnuaniform coding is a natural
technique which makes it possible to lmprove the results for a
given range of p values. We emphasize immediately that with
tvansition to nonuniform coding the extremely important property
of simplicity, which makes it posslible to avold the use of speclal
coding and decoding tables, must be retained.

In order that the nonuniform code improve the re.alts for
some range of p values,lt 1s necessary that the K {p, r) curves
in the figure have "flatter" maxima. It is this feature vaat
made it possible to select r such that K (p, r) for various p
differed verv little from max K (p, r) = K*¥ (p). Naturally,
this broadening of the maximum region must not (or may only to
a slight degree) be accompanied by reduction of the magnitude
of the maximum itself.

In this sense the problem becomes quite nontrivial. The
only thing that can be cald about conventlonal statistical coding
of the system of enlarged symbols (2) for fixed p is that it

brings max K (p, r) close to K* (p) precisely for this p. But
r .

this effect does not play any slgnificant role, since max K (p, r)
r
® K% (p). As for the broadening of the maximum region, it can-

not be completely guaranteed. Moreover, the susplcions that
nonuniform statistical series-length coding for given p lmpalrs

7
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the characteristics of thils nonuniform cod: in relation to other
p seem completely Justified. In thls sense uniform codin~ bae- /1 i
naves less selectively and from our viewpolnt better than non-
uniform codlng for pgilven p. Consequently the problem 1s to find
those factors which influence the gqulte rapid falloff of the
ecurves on both sides of their maxima, which are characteristic

for different values of p, and which can be eliminated immediately
for all p. In order to solve thils problem we need to understand
and clarify the behavior of the curves in the figure.

Let us examine the maximum of the X (p, r) curve for a fixed
value of p. Since it differs very 1ittle from K¥ {(p), 1~iform
coding is close to optimal statistical coding. REut %his is valld
1f and only 1f the probabilities of the enlarged symbols Ao, Al,
cesy AZ do not differ markedly from one another.

Now let us beginh to increase I (moving, along the curve to
the right). In thils case 1 increases and the occurrence probability
of A, equal to qz, A,_; equal to qz'l p, and so on decreascs.
At the same time the occurrence probablilitles of AO, Al, Az, and

i
so on do not change. As a result,increase of r leads to ever ;
greater and greater dlfference between the occurrence probabili- '
ties of the individual enlarged symbols and uniform coding becomes

ever less and less optimal. This then expleins the slow but ;
steady decline of the K (p, r) curve with lncrease of r.

Thus, in order to elimlnate or, more preclsely, to weaken
the decline of the K (p, r) curve with 1ncrease of r 1t is ncces-~
sary to use a nonuniform code for which the length ol the code
combination corresponding to Ai is a monotonically increcslng 1n
the broad sense function of 1. This is characteristic for any p,
however the concrete form of such a function will depend on p.

It is difficult to say anything definite about the results of
such a transformation from the viewpoint of broadening the range

8
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| of p values. The only obvlous effect is a shift of the maximum
of each curve to the right. Moreover it is difficult to expect
retention of coding and decocding simplicity.

low iet us examine the behavioer of the curve to the left of

§ the maximum. With decrease cf r the occurrence probability of

! the enlarged symbol AZ approaches q, and all the remaining Ai

: (1 < 1) have practically the same probability. In this case

we should ecnde all Ai (1 < 1) by words of the same length and AZ
by 2 shorter word. The simplest solution lies in coding the
enlarged symbol Az by a single binary symbol (0, for example)

and any other symbol by r + 1 binary symbols, of which the first
is equal to 1 and the remaining r coincide with the previously
used words of the uniform code of length r. In this case the ;
total number of enlarged symbols can be increasei from 1+ 1= 2F ;
to 27 + 1, which is equivalent to transition frem I to 1Y = -
2+ 1=2FY. In this case the coding and decoding algorithms are

just as simple as before. When coding, the combinations of f
7' = 1 + 1 zeros are replaced by 2 single zero and the series of

{ < 1' zeros (terminating in a one) are replaced by a one with

ensuing r-place binary form of the number Wl f L - =27

Decoding procecds Just as simply.

We could rep’ace Az by a sequence of r0==2, 3, sy r =1
symbols. When using lengths r + 1 for all the other code com-
binations this would permit increasing the total number of en-
larged symbols to 2%« .z «1..1, This increase is always useful
to some degree. On the other hand, however, for small values of

- r coding becomes less optimal than with the choice ry = l. And
for large r, wWwhen the AZ occurrence probability becones small,
selection of the quantity r, does not play any role. We can
obviously state that the proposed nonuniform series-length

coding variant leads to shift of the K (p, r) curve naxima to

the left, towards smaller r. In fact, for uniform coding the




maximum is reached in the case when the A, occurrence probability /8
is of the same order as that of A, (=p). But for the proposed
nonuniform coding the maximum is reached with AZ+1 pcecurrence
probabiilty equal te approximately 0.5. For p < 0.5 the second
condition is always satisfied for smaller values of r than the

first. This then means shift of the maximum in the direction of
snaller r.

iow let us examine quantitatively the behavior of the com-
pression coefficlient e (p, r) for nonuniform series-length coding.
For greater convenience of comparison we immediately agree to
take X {p, r) to mean the compression coefficlent for the case
when 1' = 2°¥ and the length of all the code words other than
that corresponding to Az+1 is equal to r + 1. This makes 1t
possible to compare uniform and nonuniform coding with practically
the same total number of enlarged symbols in (2) and the same
maximal series length. Thus, % (p, r) = i/f. The quantity n
can be found from (4) with replacement of 7 by L' = 1 +1=2%.
On the other hand, m # r. It 1is not difficult to verify that

o= (d—g-i){ler g le=r(l —givt) — 1. (7)
Wow, using (4), (5), (7), we obtain

1"‘"}'*1 .t L) Ta) . ’

l__q .;r(n—q )—-“: - T 7 =
--—q‘r-_———l,—.

: Co et (8)

. - 1 )

(i ~—q 1., =——

i-—q--

K{p,r) —

- -

if we neglect the difference between 1 - ql and 1 - qz+1

we obtain the simple approximate formula

o K.
I\(p,r):._____i'__—_—_
l—-q-"_‘_nl- (9)

r

The soiid curves in Figure 1 show the behavior of K (p, r) as a
function of r for the same probabllity values as before.

1v




Compariscn of the K (p, r) and X (p, r) curves for the same value
of p shows significant broadening of the K (p, r) maximum region
at the expense of marked increase of the compression coefficient
for small r. Thus the posed problem 1is solved at least to some
degres.

We note that, as expected, the K (p, r) curve maxima are
shifted to the left relative to the K (p, r) maxima. This means
that for any problem formulation the best value of r is less :
than for uniform coding. This leads to decrease of the maximal
series-length, which may be very useful in the presence of indi-
vidual nonstationary segments in the sequence. It is very in-

teresting that max K (p, r) > max K (p, r) for any p. In other
r r

words, broadening of the maxima region is accompanied not by
reduction but rather even by some increase of the maximum itself.
Finally, we note that in the region of large r the X (p, r)
values are somewhat lower than K (p, r), but this difference is 5
not significant. In accordance with (10) this occurs for suf- é
ficiently large r, when gf<:é . However, the deterioration ;

introduced in this case does not exceed 1/r and is small in
comparison with the one in the derominator. Thus the proposed
method makes it possible to obtain immediately several advantages.
Over the eniire range of r values the compression coefficient

K (p, r) eilther exceeds or practlcally colncides with K (p, ).
The width of the R (p, r) maximum region is greater than for

K (p, r) and the magnitude of the maximum jtself is larger. The
maximum is reached for a smaller value of the parameter r and
correspondingly smaller maximal series-length.

In conclusion we shall illustrate the noted advantages by /9
examples. To this end we use the examples considered previously
for K (p, r) and then compare the results obtained. For example,
{f n<"'* 1v- and we are required to maximize the value of K
in the worst poss‘ble case, then in accordance with the figure we
11




——— - R - RSP R R it . ime w e e e = b e e A e

o e e s

find that we should take r = 6 and this provides a value of the
compression coefficient no worse than K = 12.1. This result
nearly coincides with that obtained previously, and this is
quite natural, since the present problem reduces to determine

max K (p*, r), which as we noted previously differs very little
r

from max XK (p, r). However, for p* = 1073 K (10'3, 6) = 4L. 4,
i1.e., it 1s considerably larger than for the selection (which is
sptimal in this sense)of the parameter in the uniform coding case
i (K (10-3, 8) = 28.2). The difference will be scmewhat greater

for p = 10‘", K (10‘", 6) = 60.7 > K (10‘", 8) = 31.5. The

5 examples show that in those cases when it is known in advance

that the probabllity p will not exceed some quite small magnitude,
nonuni form stress-length coding is better than uniform. However,
if in reality the probability p is noticeably less than the indi-
cated limit this a_fference may be very significant.

PR S

et -

We shall list some factors which can influence the cholce
; between uniform and nonuniform serics-length coding under con-

ditions of partial a priori uncertalnty. First,the optimal
series-lengths are different in the two cases. The optimal
series~length is shorter for nonuniform coding, and therefore
returning of the coder with the appearance of nonstationarities
in the process beilng coded may be simplified considerably.
Second, with optimal choice of the length of the series belng
coded uniform and nonuniform coding provide approximately the
same gain, quite close to the 1imiting possible galn. In those
cases when the a priori estimate of the occurrence probability
of any symbol (0 or 1) is not sufficiently exact, and in reality
this probability may e considerably less, nonuniform serlies-
length coding may provlide considerable improvement, which will
be greater the more the true probability differs from its

estimate.
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CODING OF DISCRETE MONOTONIC FUNCTIONS

A. B. Kryukov

ABSTRACT. Two techniques are proposed for
numbering all monotone functions which permit
economic coding of any such functions by a uniform
code. We analyze the effectiveness of this function
representation and, in particular, it is shown
that for a fixed number of quantization levels the
compression coefficient lncreases without 1imit
with increase of the number of function eadings.

A characteristic feature of the techniques examined
is the possibility of forming the code word in
real time as the coded function readings arrive.

INTRODUCTION /10

We examine a set of discrete functions, each of which 1is
specified by a sequence of readings {sl, CP vers B4y crey Sn}’
where the readings s, can take any integral values from 1 to m.

The number of all such possible functions is equal to mn; there-
fore, for coding any of them by a uniform code, we need to expend
‘i, m*, g-nary units. (Here and hereafter <£> denotes the smallest
integer larger than or equal to £.) In certain cases we can

impcse qualitative limitatlons on the nature of the function
behavior. Then the number of possible functions reduces and,
consequently, such a representation of the functions becomes

redundant. For example, in a telemetry system with cyclic sampling
of the sensors, as a result of the use of compression there is

formed a sequence of significant readings whose addresses (in

the limits of a single cycle) form a strictly increasing sequence.
In [1] an effective technique for coding such address sequences

1s proposed, based on numbering all the strictly increasing
functions.

In the present study, we propose two technlques for numbering
functions from a broader class — functions which are monotonic
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in the broad sense. An example of a case when such a limita-
tion is imposed on the functions 1s the adaptive telemetry
system in which the same sensor may be sampled several times in
succession. In this case the significant reading addresses form
a nondecreasing sequence. The techniques proposed below make 1t
possible to encode economically by a uniform code nondecreasing
or nonlnecreasing discrete functions and also both together. In
the latter case it is necessary to expend one additional bit to
indicate the sign of the increment (nondecrease or nonincrease).

In the following, for definiteness, we shall examine only
nondecreasing functions s, <u< ... <& ..o 7,

CODING TECHNIQUES

Technigue 1. In this case, coding is accomplished in two

steps. In the first step, the function is coded by a binary
sequence of length m +n - 1 and in the second step, the obtained

sequence is recoded into a different, more compact binary
sequence or number.

We assign to each nondecreasing function a sequence of
zeros and ones 815 85 e & +n-1" This sequence consists of
two parts. The first n-1 sequence elements are formed using
the rule : 11, 1 &4 =8,

d= iO! if & 8,

and the remaining m elements are formed using the rule
1, 1f j=8"

a,,_hj-.—.-{o' it &S, i=1,2,...,m,

where 8 is the set of values which the function being coded takes.

i=1,2...,n—1,

The formation of this sequence 1s shown 1in Flgure 1. The
first n-1 sequence elements are written in row form, so that the
1i-th element of this part of the sequence corresponds to the

(1+1)-th function reading. The remaining m sequence elements

% Translator's ncte: There 1s obviously a mistak2 in the equa:ion
in the foreign text.
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are written in column form,

— 7
i N -y so that the (n-1+j)-th element
- e f‘"‘fﬂ corresponds to the j-th quanti-
A Y zation level. The order of
R e Ny
R S sequencs element numbering in
,'""—-"-"*"---74‘"'——‘—-'—“-‘—3——--- 't the figure 1s shown by the arrow.
77 7 7 7| In the row, the symbol 1 denotes

those readings which do not
Figure 1. Formation of binary o .
sequence of length mén-1 (m= difrer from the preceding,

8, n=11) while in the column the symbol
1 denotes the values which the
function takes. Thus, to each nondecreasing function there
corresponds a binary sequence of length m+n-1, and to the dif-
ferent functions there correspond different sequences whilch

differ in the location of the ones. We note that a characteristic

property of these sequences is the fact that the number of ones
in the sequence is always constant and equal to n; the number of
zeros is correspondingly equal to m-1l. In fact, to the first
reading there always corresponds the symbol 1 in the column and
each following reading either does not differ from the preceding
(then a symbol 1 in the row corresponds to this reading) or it
takes a new value (then a symbol 1 in the column corresponds to
1t). Proof of one-to-one correspondence between the functlions
being coded and the sequences may be based on the fact that the
positions of the zeros in the row and ones 1in the column are
simply the coordinates of the characteristic points (jumps) of
the function being coded.

In the second step recoding of the obtained sequence into
a shorter binary sequence (or number) 3is accomplished. The
number of binary sequences of length m+n-1 containing n ones 1s

;+n—1‘ They can be recoded by a special technlque [1]

so that <lug, Choaad q-nary untts will be expended on each. To

equal to C

§
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this end, each sequence 1s assigned a definite number A, where
0 A< Chyy~1 . TFor formation of the numbers A, we use the
numbers of those sequence positions where ones {or zeros) appear.
We note that, generally speaking, the numbers A can be formed by
both ones and zeros of the sequence, since Cu.p-1 =~ Ciih-1, but

the number of arithmetic operations is proportional to fthe
number of those symbols which are usei for this purpose. Thus
the number of arithmetic operations is proportional to min {n,
m=1}.

Technique 2. While in the first technlque each function
was initially assigned a binary sequence of length m+n-1 and
then this sequence was coded, in the second technique direct
coding of the functlons is accomplished, bypassing the blnary
sequence formation stage. To thils end we number the functions
being coded, i.e., each of them is assigned a definite number B,
where 0 < B < C4 . — 1. Naturally, the numbers B corresponding
to different functions are different. The rule for forming
these numbers is as follows.

As before, we assume the function is given by the sequence
of readings {sl, Sps sees By cres sn}. Then the number B for
this function 1s defined as the sum /12

/. }_:('_ii,,-__h (1)
i1

where Cg is assumed equal to zero if g>a. It 1s not difficult
to show with the ald of relatlon ¢ i, ¢34 ... ¢}, that
in accordance with (1) different numbers B correspond to the
different functions.

Let there be glven two nondecreasing functions is. $. ..., s.
C 5} and {#f. Su. ve.y 8.0 80, and let the largest number of the
readlng where the functlons differ be equal to 1, and all the
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readings with numbers larger than 1 be the same for both functions,
L.e., Y S Sao....% % . For definiteness, we take
s .-~ and show that in this case L' & always.

The terms in (1) corresponding to readings with numbers
larger than 1 are the same for both functicns: we denote their
gum by R. Since readings which are larger in magnitude correspond
to larger terms in (1), the myorst” case will be that in which
A iy 1,80d S S s s sw s —1. Then the first i-1
terms in (1) for the function {si} are equal to zero and

I o

f
£ -2

+ A.
For the function {sg}

F L AL AL .;. sl .
(‘ifi—‘ll—i ' (ajd-‘i)—li-l) P c(q-ri-z)-; B [f -

- ('i._ .- 1--8-B —1.

Thus, B' > B" even in the worst case, and this inequality is
gatisfied for any 1 (L = 1, 2, ..., n).

The decoding rule amounts to the following. In the fact
step, we seek that value of Kk (k = 1, 2, ..., m) for which the
inequalities are satisfied

C:m—aé B< C:\E,"_l. ( 2 )

Let (2) be satisfied for k = sg. Then in the next step we seek
that ¥k (k = 1, 2, ..., sg) for which the inequalities are satisfied

Chrtnen-2 €2 8 — (':::,HI"E < Ol e (3)
Let the condition (3) be satisfied for the value k = sk 4. [In
these inequalities, as in (1), Cg is assumed equal to 0 if B>a. ]
This procedure 18 continued until obtaining the sequence {s{, 35,

ceey sg}. We note that if at any stage of the decoding pr~cedure

18




— for example, when seeking the value of the r-th reading —
the corresponding lnequality becomes an equallty for k = s;,
the procedure may be terminated, slnce all s§ having 1<r are equal
to 1. Unilqueness of decoding 1s easlly proved with the aid of

the relation ¢ - ¢j, (i -+ ... ' Cisy. By virtue of one-to-one
correspondence between the numbers B and the functions helng
coded, {st} = {Si}'

The coding and decoding procedures described above can be
i1llustrated with the 21d of a special table composed from the
numbers (L.;. (=1, 2, ..o k1,2 ... m:

-

AR T a1 |(g -:15{ U A

aler 2| allet o4l des 00 Gl
2 ST WY &SN Y S U A-ERTE SRR ot

i | !Tﬂ o 0 0 R (|

{ 2 3 A T

With the exception of the bottom row, consisting of zeros only,
this table is a Pascal triangle in which the extreme left column
of numbers (% ¢ ... (%, 1s missing. Like the Pascal trilangle,
this table can be constructed recursively with the ald of the
relation € = (i, -~ Cil

Let us examine coding and decoding with the aid of this table
for an example. Let m = 4, n = 4 and the function be glven by
the readings {1, 3, 3, 4}. By "superposing" the function on the
table, we find the number B as the sum of the table elements cor-
responding to the function values: B = 0 + 3 + 4 + 15 = 22, (In
the table, these elements are shown bracketed.) This result
naturally coincides with the value of B calculated using (1).
We see from the table that the minimal value of B 1s equal to 0
for the function {1, 1, ..., 1}, while the maximal value for

19
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| {m, m, ..., m}@ 18 equal to
Bow: i o0 Cluny  Coen g o~ L

Now let us perform the decoding. In the first step, we
seek 1n the fourth column the largest number not exceeding B=22.
This 1s the number 15 located in the fourth row. The row number
is equal to the reading value, therefore 5y * 4, We calculate
the difference 22-15 = 7 and in the third column we seek the
largest number not exceeding 7. This is the number 4, located
in the third row, which means that 33 = 3, We then calculate
the difference 7-4 = 3, seek in the second column the largest
number not exceeding 3, and find 1in the third row of thils column
the number 3. This means that s, = 3 and s, = 1, since 3=3 = 0.
Thus, as a result of decoding we obtain the original reading
sequence {1, 3, 3, 4l.

We note that, when forming the numbers B, the number of
arithmetic operations 1s determined only by the value of n.
Therefore, when n > m - 1, a smaller number of arithmetic

operations 1is required for realization of the first technique.
However, at the same time coding using the first technique 1is
conducted in two steps, which creates additional difficulties
not characteristic of the second technique. It is significant
that both techniques permit coding of the functions directly
at the rate of reading arrival, since formation of the numbers
A and B can be accomplished as the readings arrive and terminates é
with arrival of the last reading. In thils case, storage ol the

preceding reading values is not required.
ESTIMATE OF EFFECTIVENESS
The examined techniques for coding nondecreasing functlions

make it possible to expend (log, Chonad g-nary units on each of
them. In the conventional coding technique, this requlres

e
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nlog, my genary units. Fop m nZa2Clp. <<m" , therefore the

proposed codlng techniques meke it possible to reduce the number /14
of symbols expended. The magnltude of the advantage obtalned in

this case, i.e., the degree of reduction of the number of gq~nary
units, is usually characterized by the compression coefficlent

] (ln;_,"’m)

Kcom= dog, Con 1> ()

The magnitude of the compression coefficlent (4) depends signifi-
cantly on m and n. In order to clarify the nature of thls de-
pendence, we shall examine two cases.

2 2 29 27 2 mn

Figure 2. Compression coefficlent as function of n and m (g=2).

1- m=32, n variable; 2= n=32, m variable (smooth curves are
drawn through the calculated points for better visualization)

Case 1. m fixed, n variable. Flgure 2 shows the compression
coefficiunts fer various n (n = 21, 22, ceey 29) for the particular
case m = 32 (curve 1). We see that the compression coeffleclent
increases monotonically with increase of n. As n*», neglecting

the roundoff symbol <+> and using the relatlions

In(l -} 8) =ae-n~§—+-‘ﬂ:.:—-—...,

i . . '
et SR L PP

we can transform (4) to the form

nlor G {

Kcom s '—"—"—'—"r"—"'*-(m —ys G l.l 4.0 ‘T*‘-‘gz‘h)‘ ¥ ( 5)
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where 0(g) denotes a function of € such that
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It follows from (5) that the compression coefficient increases
without bound as n+», Thus, the larger n, the greater the ad-
vantage obtained using the proposed coding techniques.

Case 2. n fixed, m varlable. This case is examined to
clarify the dependence of K

com °P the number of quantization

levels. The values of the compression coefficlent for various

m (m = 21, 22, cees 29) and fixed n = 32 are also shown in

Figure 2 (curve 2). For fixed n and m+», the expression (4) with
the aid of the same transformations as In the precedlng case

can be reduced to the form

Kcomzihi-o(ﬁf‘?)' (6)

In this case, in contrast with the precedlng case, the expres-
sion for the comprassion coefficient has the limit

1im Kcom = ],
m=
n=const

The difference in the results obtained for cases 1 and 2
is explained as follows. The number of nondecreasing functlons
(and the number of symbols expended for nonredundant coding)
depends on n and m practlcally identically. (These relatlons
are absolutely 1dentical 1f we examine m-1 rather than m as the
argument.) At the same time, the basic representation of the
functions, i.e., conventional coding with the ald of n <logq m>
g=nary units, does not have such symmetry -—— namely, the number
of symbols expended increases far faster with lncrease of n
than with increase of m. In other words, for n>m this form of

S
L and
A8}

basic monotone function representation has greater redundancy
than for m>n. Therefore for m» n nonredundant coding of nonde-
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creasing functions may not lead to any appreciable advantage 1in
comparison with the conventional coding technigue, since the
redundancy of the latter is not large in this case.

ke C——— W ——— &

This last remark makes it possible to conclude that non-
redundant coding (numbering) of histograms by a uniform code may
not lead to any significant reduction of the number of symbols
expended. In fact, we can construct a distribution function
(integral law) from each histogram. Since the distribution
functions do not decrease,one of the technigues proposed above
can be us>d for their coding. However, this does not lead to

any marked advantage, since the relation m» n 1is characteristiec
for histograms.
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SIMPLE METHOD OF JJMBERING BINARY SEQUENCES
WITH GIVE: NUMBER OF UNITE

Yu.M. Shtar'kov and V.F. Babkin

ABSTRACT. A method for coding messages
with a priori unknown occurrence probabilities
is proposed which has a very simple realization.
The calculations presented show that the method
effectiveness 1s close to the limiting possible
value — the effectiveness of universal coding.
Various modifications of the method are discussed.

INTRODUCTION

In direct application of the statistical coding ideas, 1t
is necessary to use cumbersome tables, whose complexity lncreases

exponentially with increase cof the length n of the sequences
(blocks) being coded. However, in many cases coding can be
reduced to uniform numbering of all blocks with given limitations
(properties). This approach was first used in [1] to code an
independent source with unknown statistics. In this case, the
technique proposed 1n [2] was used for uniform numbering of all
binary symbol blocks containing a fixed number t of ones. If

11, 12, ey 1t are the positions of ones in a specific block, 1it
is assigned the number

0<a, = Cla = Cin "-"‘+C'i‘—l€c:l—ll (1)

where Ci 1s considered equal to zero if 1 = J -~ 1. This numbering

ensures one-to-one correspondence of all the a, and blocks of
length n with t ones.

The labor involved in the numbering (1) increases only as
a power-law function of n. Nevertheless, a speciallized device
which computes or stores the binomial coefficient values would
be quite complex. Therefore, the problem arises of finding
numberinz techniques whose effectlveness 1s nearly optimal and
whose realization is considerably simpler. Since the uniform
numbering problem arises only in application to equi-probable

24
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sequences, in the general case the effectivencss can be defined
as the average number of symbols expended ln describing a single
number. It is precisely on the basis of this criterion that we
evaluate the effectiveness of the simple numbering technique
examined below.

NUMBERING ALGORITHM

The only simple technique for statistical coding of binary
sequences 1s known as series-length coding (its description and
a detailed bibliography are presented in [3]). The basic se~
quence 1s broken down into "enlarged symbols" Ay containing
i zeros and a following one (v-"i<{ 2 —1i, or 1l = 2¥ - 1 zeros
(Az). Then each A, is replaced by an r-digit number B,, whose
magnitude 1s equal to i. For any value of the probability
asC . of one occuring, we can select the parameter r to ensure
high coding effectiveness. This method is realized very simply
in practice with the aid of an r-place blnary counter. We use
series-length coding to number the blocks containing t ones.
Beginning with the first symbol of the block, we partition into
enlarged symbols Ai up to and including the last, t-th, one (this
is always possible) and replace Ai by Bi' The obtalned code
words satisfy the following conditions:

1) a single code word corresponds to each block;

2) a unique block corresponds to each code word;

3) the ensemble of all code words has the prafix property [4].

The first assertion follows directly from the coding technl-
que described above. For proof of the second assertion, it 1is
aufficient to consider that each code word conslsts of r-place
numbers Bi' Therefore, breaking any code word into groups of r
symbols each, we define the sequerce of numbers Bi' Replacing
each of them by the corresponding enlarged symbol A,, we restore
uniquely the initial symbols of the original block up to and
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inecluding the t-th one. Adding to the restored part of the

block & series of zeros complementing the already obtained number
of symbols to n, we obtain the original block, which proves the
second assertion.

Finally, the prefix property means that no code word 1s the
beginning of any other code word. In the present case, this
property is due to the fact that each code word contalins t
"numbers" Bi’ i ¥ 1 and +< (n — ¥ numbers Bz, and the last number
is not equal to Bl (coding terminates after the appearance of
the t-th one and identificqtion of the corresponding Ai ¥ AZ)' In
fact, let us assume that the beginning of the code word coincides
with another code word. Then, just as the second code word, this
beginning must contain t numbers B1 (1 # 7). But since the last
number of any code word is not equal to Bl’ on the whole the first
code word must contain no less than t + 1 numbers B, (L #1),
which contradicts the code word structure. Therefore, the be-
ginning of any code word cannot coinecide with anothLer code word,
which proves the prefix property.

In accordance with the first property, any block or sequence
of blocks is uniquely transformed into a code word sequence. Con-
versely, according to the third property, from any sequence of
symbols we can identify uniquely the ensemble of any known nhumber
of code words if the position of the first symbol of the first
code word is known. According to the second property, from the /17
identified code words we can recover the original sequence of
blocks. Thus, there exists a one-to-one correspondence between
the: sequence of blocks and the sequence of code words. This makes
it possible to conslder the code words as numbers of the cor-
responding blocks. The fundamental difference between this
numbering technigue and (1) consists in the fact thal the number
"length" my is not a constant gquantity. In accordance with the
criterion formulated above, the effectiveness is determined by
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comparing log, cg (the minimal fixed number length) and the average
number m,. of symbols used to descrige a single number when using
the subject technique. Since all Cn blocks with t ones are

equally probable, then

R S (2)

h

where the summation extends over all such blocks.

It is obvious that ﬁt = ﬁt (r). Therefore, for each t we
must use the coding parameter r = r_ which minimizes ﬁt. Since
series (of zeros) length coding is effective for p s 1/2, for
t > n/2 we obtain r, = 1 and ﬁt = n. In order to eliminate this
drawback, for t > n/2 we will code not the original block but
rather a "complementing" block, obtained by replaclng the zeros
by ones and the ones by zeros. It 1s obvious that then r, =
r _. and ﬁt = ﬁn—t' Correspondingly, after decoding it is ;
necessary to replace the obtained block by the complementary

block.

Thus, in order to select r, (0 £ t £ n/2) and evaluate the
effectiveness of the subject numbering technique we need to obtain
the expression for ﬁt (r).

AVERAGE CODE WORD LENGTH

Let us determine the number t + s, of enlarged symbols obtalned
when using the algorithm described above, where S¢ - H%E is the
number of enlarged symbols Az. If 11, 158 =oes 1t are the

positions of the ones in a specific block and
g om fy— g — 1= 8Pty 0 <L kL2t (3)

(10 is assumed to be equal to zero), then for the subject block

= %M. (%)

K==}




[ L .

[ L

o

—— e m o s+ w7 rew

In fact, it is not difficult to see that upon partitioning
there will be obtained the followlng sequence of enlarged symbols

.rl A .ri‘ Au; Ag.‘i, .4! :l.,l. .o A,.‘i; v .4; A“‘_
-—-—..__.— _——— — ap—
il} ;2‘ ] '}I)

And since mg = r (1 + s ), using (4) we obtain
ﬂ’ P(I—Sg)—r,t-i- 25(")}' (5)
Ke=1

where the overbar denotes ensemble averaging.

In accordance with (3)

(Ue1h I=1

Pt =g = R Plas=a), (6)

eyl

where P (sﬁk) = y) and P (ak = x) are the protabilities that
sgk) =y and o = X. Then, considering that P (uk =x>n-t)-= 18
0, we obtain

g - Z P gy LD 0y =
T ¥ -1
f=1 (e i-1

= 2{ 2 (i, - x)}y-; ()2 Pl =),

Wl x=ul x:m 0

where ﬂ-| ’j and |:! is the whole part of z. Thus the problem

reduces to determining the distributions P (m]r = x), k=1, 2,
«e.s t. Since all the blocks are considered to be equiprobable,
P (ak = x) 18 equal to the number of positions in which o, = X,

divided by cg.

We first of all show that
Play =) = Dm0, k=23 ..., & (7)

For this, we examine an arbitrary arrangement of t ones specified
by the vector (il, 1gs enes i ) or, what is the same, '“1’ L PP
vers @) If o ¥ ooy there exists exactly one vector {4 % ... &)
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in which of = o, af = ay = oy (3 # 1, k). But then the number

of arrangements in which 6y = x 1s exactly egual to the number of
arrangements in which a, = X. In fact, any arrangement with

a; = oy =X 18 consldered simultaneously in P (a; = x) and P (ak =

%) and to any arrangement wlth @, =X # Oy there corresponds one
and only one arrangement with a{ = a mﬁ = x and oy = ag (3 #1,
k). The equality of the number of arrangements with o, = X
and o, = X proves (7), and it is necessary to determine only
P (al = x). If the first one in the block is located at the
il = 0y
among the remaining n-1, symbols in ¢ o= (it ways. This

+ 1-th position, the remaining t - 1 ones may be arranged

expression defines the number of arrangements with the specified

«, and P, = ) = Cha/Chw Then in accordance with (6)
AR A "o 1
Ee‘"z?'[)_-li Zi Ci:l--l}y-:—e{ElCi.‘_‘x-.}J, 0=12751, (8)
L Nz x=t -

and from (5) and (7)
t
m=r(t+ D) =re+ a6ty =rd - ). (9)
k-1
Relations (8) and (9) define completely the average code word

(block number) length.
EFFECTIVENESS OF THE SUBJECT NUMBERING METHOD

Theoretical analysis of (8) and (9) is not possible. There=
fore, we calculated the quantities ﬁt for n = 63 and t = 0.1,

..., 31 (as noted above, ﬁt = mn-t)' Figure 1 shows the results

of these calculations. Curve 1 shows the behavior of ﬁg = mf =

1032 C;, corresponding to optimal uniform numbering, and curve 2

shows the behavior of ﬁt when using the algorithm examined above.

As we would expect, mf < m_ for any t > 1, andn@x{m.&fﬂ}==ms—

t t
My == gy — My = filgy — Mgy = 4.2 binary symbols, and m?x (i, — m)lm; =

(i, — my)imy =128, Thus, considerable simplification of the coding /19

procedure 1s achieved at the cost of effectireness deterloration
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by no more than 4.2 blnary symbols or a factor 1.28. In many
cases such losses are quite acceptable. Thus, when codlng a
sour-e with unknown statisties,the coding redundancy of a block
of length n cannot be made less than 0.5 log, n[5], which in

the present case constitutes 3.0 binary symbols and 1s comparable
with the losses of this simple numbering technique.

27 In applications such as
space studles, certain other
characteristics are also lmpor-
tant — for example, the maximal
possible gain in describing a
block, equal to the difference

of the maximal numver length

and the number of symbols in the
block. In the optimal uniform
numbering case, this difference
is negative for any t (its
maximum is reached for t = 31 and

Comparison of effectiveness of 32 and is equal to 3.3 binary
universal coding method and
universal coding method with _
the use of series-length coding posed numbering technique, m, is

with block length n = 57 also always smaller than n,

but the maximal value of m, may
exceed ﬁt considerably and for large t may even exceed n. It
1s not difficult to see that

7 77 15 17 24 20 ¢t

symbols). When usling the pro-

! R | h=-t .
n oz 1 —
1t|x ny r;k iy _I)' (10)
min my :c vl
The horizontal dash-dot straight line 3 in the figure corresponds
to the value n = 57, and the dashed broken lines 4 and 5 cor-
respond to the upper and lower bounds of (10). The maximal

value of m, - n ig reached for t = 23, and 1s equal to nine
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binary symbols. This loss ls not so large that the danger of
obtailning a small group of "inconvenient" arrangement would
force us to reject the use of this numbering technique.

There is a simple way to limit max {mt - n}l. We write
ahead of each number an additional binary symbol and stipulate
that if 1t is a zero the following number 1s constructed using
the technique described above, and 1f it 1is a one the following
symbols are the direct form of the "numbered" block. With
this modification max {mt - n} = 1 at the expense of increasing
the length of most of the numbers by a single binary symbol.

Finally, we shall discuss briefly possible improvements of

the subject method which permit approaching ﬁt to mg and reducing
the dispersion of m, . The value of r, is a function not only of

the number t of ones but also of the block length n. For every

nt', where 1 < n' £ n, and every t!', where 0 < t' < n', we can de-
termine the optimal value of the parameter r : r, = T (n' , t').
Then the previously described numbering technigue may be altered

as follows. At the initial moment we use r, = I (n, t). Let the
first enliarged symbol be A, (1 < 7). This means that in the re-
maining part of the block of length n - i - 1 symbols there are

t - 1 ones. But for such a "shortened" block with t - 1 ones there
exists the optimal value of r, =11 (n -1 -1, t - 1), which may not
coincide with r (n, t). Therefore, the second enlarged symbol 1is
jdentified and coded using the parameter r (n -1=-1, ¢t - 1).
However, 1f the first enlarged symbol is equal to AZ’ then 1n the
second step of the numbering we use r (n - 1, t). After the /20

second step we again correct the parameter r, and so on until the
appearance of the t-th one, after which the numbering process
terminates. It is not difficult to see that in this case the
prefix property 1s agaln gatisfied and unigueness of the decoding
1s ensured. The r (n, t) used in the first step 1s known a priori.
Therefore we initially identify the r (n, t) first binary symbols
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and the enlarged symbol Ai. Tn the next step we ldentify the
r(n-1-1,t - 1) binary symbols if 1 < % or r (n -1, t)
binary symbois if 1 = 1. Using the identified binary symbols
we determine the second enlarged symbol, the new value of r,
and so on until the appearance of the t-th one.

The use of thils proceaure makes it possible to reduce m. in
comparison with the baslc subject technlque. This follows
directly from the fact that in the baslc subject numbering
variant we select the value of r, which 1s optimal 1in the mean
for numbering the entire block (up to the t-th one), while in
the proposed modification of the technigue we select the optimal

value of r in each step of the numbering process (after identify-
ing the next enlarged symbol). The only drawback of this modifi-
cation 1s the necessity for realizing the function r {(n, t) of
two variables. For re with fixed n this problem 1s resolved
simply — it is sufficient to have a log2 (n + 1)-place counter
with the samz number of coincidence circults and a log2 log2

(n + 1)-place counter, since r. is a monotone function of

t (t < n/2). In spite of the fact that r (n, t) is monotone
with respect to each variable,lts realization is lncomparably
more complex.

We note that it is possible to construct other modifications
of the numbering methcd, for example, using nonuniform series-
length coding [3] or modification associated with application of
the subject technique in the unlversal coding procedure. However,
these variants will not be examined here.
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MULTIPURPOSE INFORMATION COLLECTION AND
PROCESSING SYSTEMS

A. V. Kantor, 3. M. Perevertkin and
T. 3. Shcherbakova

ABSTRACT. We examine the construction and
present a classification of multipurgose information
collection and processing systems which are based on
the use of information sorting with the aid of as-
soclative memories. Multiaddress compression,
multichannel compression, and multipriority com=-
pression processes are described.

The problems of space telemetry impose urgent requirements for /20
the development of the so-called multipurpose collection and pro-

i cessing information systems. Here we mean by multipurpose data
collection and processing systems, those which compress multichannel
telemetry information with subsequent formation on board the space- ;
eraft of several compressed data streams wilth prespecified charac- :
teristics. The requirement for development of systems ot tnis sort
is due, first of all, to the constantly increasing volume of meas-

. ured information, inecreasing from experiment to experiment, vhilch 1
" must be transmitted and recorded (with subsequent retransmission) '
’ over a few channels with limited handling capacity, the necessity /21

for integrating the telemetry system into the spacecraft control
loop, and many other factors. In the present article, we consider o
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three pousaible forms of multipurpoce information cellectlon and pro-
cesslng system organization: multichannel, maltiaddress, and mnltl-
priority.

Dcpendlay, on the multipurpose system organization form adopted
at their output, there are formed from the gtream of non-equally-
spaced significant multichannel felemetry information reading: one

or more streams of equally-spaced readings with one of the following
characteristics:

1) in the case of multichannel organi ation of tne multipurpose
information collection and processing systems, “he compressed infor-
mation output streams are formed f{rom those significant telemetered
parameter readings which provide the specified values of the approxi-
mation error in each transmission channel; the number of output
streams corresponds to the number of different values of the original
analog parameter approximation error;

2) in the case of multladdress organization of the multipur-
pose systems, the compresscd information output streams are formed
from the significant teclemetered parameter readings with deflnite

destination address; the number of streams is equal to the number
of addressees;

3) in the casc of multipriority organization, the significant
reading sequence in the output stream 1s determined by the value of
the priority labels asslgned to each message source group; the out-

put may be a single stream, or the formation of several output
streams 1s possible.

Various combinations of the multipurpose systems llsted above
can be used to create quitec flexible information collection and
processing systems. We note that for creation of multipurpose tele-
metry information collection and processing svstems based on the
traditional adaptive dlscretization schemes, the number of parallel
output stream formatlion channels would obviously be equal tou the
given number of these streams. Such multipurpose system construction
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can leand to an inacceptably cumbersome scheme, 1In the multipurpose
informatlion gathering systems whlch use assoclatlive memories (AM),
which will be examlned hereafter, the formatlon of a whole serles of
compressed lnformation streams 1s accompllished 1in a single channel,
1.e., using the same equlpment. Individual questions related with
the possibilities of using AM in telemetry information collection
and processing systems have been discussed in (1, 2].

The expanded block diagram of a multipurpose information col=-
lection and processing system using an AM 1s shown in Figure 1. The
multipurpose telemetry information compression process is accomplished

T DFS

DCCAL S,Ol"tine:_] i3 Ty

—————— * : O !
Collect., ooaf® w wiF=20 &
compress. , |srwall |} & =& ._._x."g £
from MS calc. © o -E!,a a bt

4—= (readout) o & 33 g

of AL R R o5 g
0 Q o per
§<) = o

Figure 1. Block dlagram of multipurpose information
collection and processing system:

MS — message source; DCCAL — device for compress-

ing and calculating assoclative labels; SRwAL — sig-

nificant readings with associative labels; DFS — de=-

vice for forming streams; OSR — ordered significant
readings

sequentially by the device for collecting and compressing informa-
tion and calculating (selecting) assoclative labels (DCCAL), and the
device for forming compressed data output streams (DFS). We note
that, in the case of multichannel organization of the multipurpose
information collection systems, the tclemetered parameter approxl-
mation error is the significant reading assoclative lahel, in the
multiaddress case the destination address 1s the assoclative label,
and in the multipriorlty case the message source priority rank is
the assoclative symbol.
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The output stream formation process includes both general
srsoctiative sorting of the compressed telemetry information and the
vrocess cof sortling the ordered significant readings with respect to
the output channels with sul-sequent smoothing of the nonuniformities
of these ztreams in a cmoother. Tn the assoclative zorting process
(Figure 2), there 15 formed a sicnificant reading sequernce, ordered
in dezreazing associative labtel order, termed hereafter the ordered
significant reading table. Sorting of the ordered significant read-
ing table with respect to the output channels leads to the formation

TAssoclatlive
_/ [_sorting
rInput Ordered
i sortlng sampling
/ \ / \
{4isimp1e leombined l With time] [With time
/ \ merging separatn.
Without Without
No rriOr ¢h. sort.] lch. sort.
prior-i | ity
ity

Figure 2. Associative sorting classification

of R (one for each output channel) ordered significant reading se-
quences, each of which includes readings with corresponding associa-
tive label values or ranges of values. In the following, these se-
quences are termed transmitted significant reading tables. The com-
plete transmitted significant reading table includes, without excep-
tion, all readings from the general ordered significant reading
table. The formation of the ordered significant reading table can
be accomplished either 1ln the process of entering the information
into the AM, if an AM with input sorting is used, or in the process
of reading the information from the AM, if an AM with ordered read-
cut is used.

In the case of information sorting in the process of entering

the readings into the AM with input sorting, we can speak of simple,
combined, and combined-with-priority sorting of the readings. In
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the case of simple information zorting, the readings are entered
into the AM as fcilows:

1) in decreazing ascociative label order;

2) without one-to-one correspondence between the cell group
address and the associative label values entered in any cell of
this group;

3) with loss of readings corresponding to the minimal assoclia-
tive label values in the case of AM overflow.

In the case of combined information sorting, the significant
readings are entered into the AM in the following sequence:

1) in d-z2reasing order of the assoclative label values;

2) with one-to-one correspondence between the cell group ad-
dresses and the associative label values of the significant readings
entered in any cell of this group;

3) with loss of readings with given associative label wvalue 1f
all the cells of the group intended for entry of readings with asso-

ciative label values lying in the 1limits of the specified range are
filled.

In the case of combined information sorting at the inlet of
the AM with priorities, entry is accomplished:

1) in decreasing order of the assocliative label values;

2) with one-to-one correspondence between the cell group ad-
dresses and the associative label values of the readings entered
in cells of this group, provided overflow of the cell group intended

for cntry of readings with large associative label value has not
taken place;
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3) with loss of readings with minimal assoclative label
values,

Thus, in the simple information sorting case, we obtalin float-
ing distributlon of the readings with respect to the associative
label magnitudes in the associative memory. In the comblned sorting
case, we obtain a fixed distribution, and in the case of combined
information sorting at the input to the AM with priorities, we obtailn
a mixed reading distribution which coincides with the [ixed distri-
bution in the absence of cell group overflow, ’

When using an AM with ordered readout, associative information
sorting is accomplished in the process of readout of the readings
from the memory in decreasing assoclative label value order. In this
case, wWwe can speak of quasi-fixed distribution of the significant
readings stored in the associative memory in the process of ordered /24
significant reading table formating using the ecyclic sampling method.

These associative sorting modes are shown in Figure 2. Figures
3, 4, 5 show schematically the ordered significant reading tables
for the AM input or output assoclative sorting modes examined above.

The ordered significant reading table 1is represented in the /25
form of a column of rows. Each row corresponds to a significent reading
with some particular associative label value, entered either in the
corresponding AM cell (AM with input sorting) or in the AM output
register (AM with ordered readout ).

Significant reading sorting with respect to the output channels
(Figure 6) for multipurpose information compression in the general
case can be accomplished using the corresponding program in accord-
ance with the selected output stream formation eriterion. This
sorting is based on combining, in each output stream, significant
readings with different associative label values. In the case of
formation of only a single stream of significant readings which
follow in a definite sequence, we shall speak of the simplest
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transmitted significant
reading table formation.
In the general case, as
mentloned previously, the
principle of combining in
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of transmitted significant

reading table formation.
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Let us examine some variants of transmitted significant
reading table formation:

1) each table includes significant readings with strictly fixed
associative label value; the number of tables is equal to the number
of possible assoclative label values (multiaddress organization of
multipurpose information collection system) ;

2) a single table which lncludes readings with the complete
range of associative label {multipriority organization of multi-
purpose systems);

3) R compressed message output streams or R transmitted signl-
ficant reading tables. The first table includes readings with the
largest associative label values in each formation cycle, the second
includes those appearing in the first table and also readings with
associative label values which are closest to the largest in the
same formation cycle, and so on. The last table includes the maxi-
mal number of significant readings transmitted over the radio iink
during a time equal to the table formation cycle. The last table
1s intended for transmission over a channel with maximal information
content. We call this type of output stream formation sorting with
sequentlal merging;

4) R output streams, where formation of the reading tables for
these streams takes place following a definite algerithm: in this
case, we speak of algorithmic sorting.

Smoothers with complete and partial register sets (Figures 7,
8) can bc used to smooth the nonuniformities of the compressed data
output streams formed for transmission. In the first case, for
readings with each associative label value, the matcher has as many
output registers as there are output streams to which 1t 1s con-
nected. In the second case, for readings with ~orresponding asso-
clative label value, there 1s a single output reglster; however,
the control schemes are considerably more complex.
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In conclusion, we note that preliminary calculations made by
the present authors make it possible to hope that creation of multi-
purpose systems using AM will provide definite advantages from the
viewpoint of size and weight characterlstics in comparison with
similar systems constructed by traditional methods.
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ASSOCIATIVE COMPRESSED INFORMATION OUTPUT STREAM
FORMATION BY THE STATISTICAL TRIAL METHOD

A. V. Kanton, T. A. Tolmadzheva

ABSTRACT. We examine a technique for studying
the process of forming several compressed information
streams, and present some results of such a study.

We obtain the dependences of the output compressed
information stream characteristics on the input stream
characteristics, and also the dependences of the asso-
ciative memory operation characteristics on the 1nput
and outpyut stream characteristics.

References [1 - 2] considered the general questlons of construct- /26
ing multipurpose systems for the collection and processing of multi-

channel telemetry information and made an analytic study of output
stream formation for a channel with maximal information content. Re=-
sults were presented in [3] of modeling of multipurpose information
collection systems with actual telemetry information which showed the
advisability of more profound study of compressed information output i
stream formation.

Use of the statistical trial method [4] in studying multipurpose
information collection systems makes it possible to model on a digital
computer the process of output stream formation for a two-dimensional
significant reading input scream with arbltrary distribution laws of
both the time intervals between readings and the magnitudes of the
approximation errors corresponding to each of these significant read-
ings. Of significant importance for analysis of the output stream _*
formation process 1s the establishment of the relationships between
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the characteristics of the lncoming significant reading stream and

the characteristics of the output streams; at the same time, there 1s

considerable interest in obtaining relations characterizing the opera-
tion of the associatlive memory, which 1s the baslc element in realiz-

ing multipurpose information comprassion.

The present study 1s devoted to obtalning these relaticonshlps by
the statistical trial method; we model on a digital computer one of
the multipurpose compression modes (see [1]) — multichannel compres-
sion with number of output channels equal to the number of different
approximation error values with floating significant reading distribu-
tion in the associative memory, and with constant duration of the
multipurpose compression system operating cycle. The basic character-
istics of the ilncoming sample stream are two random quantities: 1) z
is the magnitude of the time interval between neighboring significant
readings (for the simplest stream the equivalent quantity 1s the quan-
tity B, characterizing the number of significant readings per multi-
purpose compression system operating eycle); 2) £ is the value of the
approximation error, characterizing the significant sample. The two-
dimensional incoming significant sample stream model is used in model-
ing the associative output stream formation processes [5]. The number
B of significant samples per operating cycle 1is distributed in ac-
cordance with the Poisson law with parameter Al

b =ht
Py =2 —, (1)

where b is the value of the random quantity B; « is the operating
cycle duration (1 = const); AT is the average number of significant
samples during the time t; Pq (b) is the probability that B = b.
Therefore, the probabllity density P (z) of the time 1nterval z
between nelghboring significant samples is

P(5) = Aehe, (2)

In the modeling, we assumed that the approximation error &, charac-

terizing each significant sample, is a discrete random quantlty Egs
glven by the distribution serles:

Fi ¥ . e l*h-
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L
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where rmax is the maximal number of different error values. The

studies were made for a distribution series of the form:
D= Peth, <A< Kjans (3)

With account for the normalization

Npax

3N Pp=1
A=l

Expression (3) 1s written as follows:

1
Kmax

2 K ("l‘)

[

Ph'= E'CK.

K=
In the modeling process, the incoming stream is represented in the
form of the sum of Kmax one-dimensional streams. The characterlstices
of each of these streams are the gquantitles Nggos defining the number
of significant readings with approximation error € = €p, written in

the assoclative memory during the rth operating cycle, l.e., durlng
the time 1. Then,

Tiax

E Reg
At = W{ng} = real

Finax ! . (5)

where AK 1s the average density of the significant sample stream

with error eK. it 1s obvious that

Kmax
M= 3 Ay (6)
h=1

The baslc characteristics of each of the R output streams are:

1) (f)R_B — the clock frequency, equal to the significant

sample repetition rate in the absence of dropouts; (R -~ B) — the
stream number, 0 £ 8 $ R - 13

b5
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2} (e)R_6 — approximatlion error, characterized by the follow-

ing random quantitles:

a) (Enb)R-B — approximation pseudo~error, values of the error

¢ of samples entering the output stream with number R - B8;

b) (E+1)R-B — maximal value of the error ¢ of samples entering

the output stream with number R - 8 + 1;

e) (en)R_B — value of the error & of samples which are not

transferred to the output stream with number R - B3

3) (Kcon)R—B — contraction coefficient of the clock frequency

in ti.- stream with number R - B relative to the stream with number R.
The quantity (f)R—B is defined by the relation

ﬂ-_-‘,'i
>_ P 1
{(Ni—a = *'"h - 0L 3 R—1,

(7}
where ¢R—B is the number of associative memory cells from which
information 1s added to the information of the stream R-f8~-1
to obtain the stream R = B;

R
Do
¥l
iz the maximal number of significant samples entering the Rth output
stream during each cycle (see below);
| 1
(K ) g =S = . (8)
con’ R~ % gt
B S'e, It-f

¥l

th

Tt is obvious that for the R stream, (K =1,

con)R

Additional characteristics of the R®P stream will be the quan-
titices 8, defining the number of ordered significant samples actually
transferred to the Rth channel in the rth operating cycle, l.e.,
during the time t.
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The basle characteristics and parameters of AM operation arc:

1) the characteristles of the random quantity MEK’ defining the

number of significant readings stored in the associative memory im-

mediately prior to initiation of sampling in the rth

it is obvious that

operating cycle;

Moy == Nege -t Mg,

where méK is the number of significant readings which are not trans-

ferred in the (r - l)th operacing cycle;

2) the characteristics of the random quantity m_, characterliz=-

ing the length of the reading sequence, where

Kllh‘lx

’"l == 2 "?gl(:
Kue)

3) T — operating cycle durationj;

h

by fR - clock frequency in the Rt output stream;

5) N — maximal number of significant samples entering the
Rth output stream durling each cycle; it is obvious that

_ n,
. II for m21li, fR=Tt (9)
=1 me for m<lI,

6) Poy — probability of AM overflow:

Pyy= i {me>Epy b (10)

where EAM 1s the AM capacity;

T) (Pov)R-B — probability of overflow of the assoclative

memory zone, the information in the cells of which is used to form
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the otream wilth number R ~ 8:

! Hn!nx R [
: tPem)uHa s {( 2 m"r) > ( 2 'p‘f)} i (11 )
; T ¥l
i
i 8) Pep probabllity of AM emptying:
Poy=P {S<T}=1—P (3> 1), (12)
The sought relations are shown in the table. /29
TABLE
Argument Funetion Parameters [Constants
Kcon 1 Characteristics of random C/Cn )
quantities Negs Meygs €nps 413
en; S
! Kcon 1 Quantities: Pov; Pem; (Pov)R-B P C/Cn
i
v I} C/Cn
C/Cn Kcon 1 e
. P C/Cn_ Kcon 1
l
; The following notations are used in the table: C_ 1is the nomi-
E nal value of the coefficient C in (4); the nominal value of C 1s
; defined by the relation /32
Kg‘:‘“ c-Kc (13)
K = 1 ] K=l .
con 1 P & max .‘K'““"Un
) This expression is obtained from (4) and (8) for 8 = R - 1, and
" o = 1; p is the load, defined by the expression
¥
p = -?—:-:—. (lu )
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Figure 1. Block diagram of

algorithm of program for

studying output stream for-
mat .on process

Calculate H {e }, H le, [}, H {eyd

using subprog. PRH {enb’ ﬁil’ EH}

Calculate M {S}, D {8} and H {8}
using subprogram PR {S}

|
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Calculate (Pov)R-B; P

l Output

Figure 2. Block diagram of algo-
rithm of input stream formation
subprogram
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We shall describe the tlock dlagram of the algorithm for
studying the output stream formatlon procesa. Figure 1 shows the
expanded bloek dlapgram of the program algorlithm for studying the
output stream formation procens. The program includes the following
basle subprograms: the input stream formation program (ISP); the
significant readlng zone information processlng program (SRP); the
ordered slgnificant reading zone information processing program
(OSRP); and the result output program (ROP). The following nota-
tions are used in Figure 1 [in addition to those indicated in the
text and the Relations (1) - (12) presented above]: 1 is the number
of the random number in the ISP subprogram (Flgure 2); t, is the

th

r eycle termination time; r is the number of cycles.

max

In eect: operating cycle r the significant readings are gener-
ated using the ISP subprogram (Figure 2), the time Intervals Zy

.
(oY)
L]

are determined by (2), and the values of the approximation error €y
are determined by (4). The quantities z; and ey are formed from the
random numbers Xy with uniform probability distribution in the in-

terval 0 - 1, generated by a digital computer using a standard pro-
gram. Upon termination of the interval tr-l - tr’ stream formation

ends. However, the possibility of appearance of the last reading
after the moment t, 1s not excluded. This reading is stored in the

transient reading (TR) cell, and is used in the next cyecle. The
values of the reading occurrence time t = t1 - tr—l (ti is the time of

reading occurrence after the interval zi) and the error magnltudes /34
€k are stored in the machine memory 1in the order of their entry into

the zone, called the significant reading entry zone. Then the 1n-
formation is processed using the basic SRP subprogram (Figure 3) and
the auxiliary subprograms in the SRP for calculating the mathematlical
expectation M {nggl and M {mgy} (Figure 4), histogram H {(ng,} and

H {mgK}, dispersion D {neK} and D {meK}, and also the probabllity

(11) of overflow of the zone (R = B), (Pov)R—B’ mathematical
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__I Input

Setn = 0

Write 0 1in ali
cells ng. and Mgy

N

increase n by 1

Chezk for information

v - T

Fizure 3.

in cell n
Yes No
Select ey and t, Frocess using subprdgram PH {neK}
Process using subprogranm Process using subprogram PD {nEK}
rM {DEK, HEK}

! Process using subprogrem PH {mg,}
K
Process using subprogram PD {meK}

Process using subprogram P

P [(P,); g3 M {m }; D {Me}]
Output

Bioek Aiagram of subprogram algorithm for process-

ing informaticn in SR zone

expectation M {me} and dispersion D {me} (Figure 5). The process-

ing prcceeds seguentially by rows (cells) n.

Upon termination of

rrocescing, formaticn of the crdered significant readings (OSR)

zone is accomplished, i.e., entry into the individual digital com-
puter mermory zone of the information from the significant reading
sone (without destruction): the information is arranged in the
ordered sipgnificant reading zone in order of decreasi.iZ the ¢ values,

and for equal ¢ in order of increacing t.
associative information scrting in the AM.

Then information

This process simulates
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Input
| Set #=0|
[ Incr. sby 1]
|
|Check 251, Check A< fings
Yesa No Yes No
. X -
Add 1 pxa& T Stop
to cells {t9,cells
m }'Sm r o i“‘e"I
& 1] & ?nq‘, gne“
¥
Print
ths &y
lOUtput

Figure 4. Block diagram of algo-
rithm of subprogram for calculat-
ing M {nEK} and M {mEK}

processing is accomplished

using the basic OSRP subprogram
(Figure 6), and several auxiliary
subprograms. The information

is processed sequentially by

rows (cells) g and channels B.
This subprogram 1s used to cal-
culate the characteristics of

.

e e e - n r————a o o TS = e el 4 8 Ty e

TInput

Set
PR=Hqaa

Amas
Calc.r$dq§

j )
-
Calec. ,5 7;,

I J
Check .
Amgs K-
L5ﬂ4§)>ﬁgﬁa)
Yes [\NO

Add 18 to
cell (P )g_g

Van
I Check s=0]|

elect .qQ R
A
7 my -=':;.', mel -

Calc. mf,
Incr.,.content
cell Zmf by m

{ Ther. by.,
cell content§%

¢ Output

Figure 5. Block diagram of
algorithm of subprogram for
calculating (Pov)R—B’ M {me}

and D {me}

the random guantitles €nhs €nd €413 S, and the probability of AM

capacity overflow P [sce (10)], and emptying P [see (12)].

Upon termination of the program in the significant reading zone,
the remaining information is "tightened" toward the beginning of the
sipgnificant sample entry zone, l.e., the cells which have been

5?7
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ta

-
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yes
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r i
[ Iner. by yeSrrocess using Input s
LI -~ th subprogram Process using
\ Chg‘* az PM (5} PH{$Y subprogram
cell info.}| PD{s} 2 EMicabsu ¢n)
yesLno i PH{#nb%s ¢n}
Z[Select? Tner. ¢by 1 PD{¢nbl ¢nl
[Se ei 25 12l “cheek qth Set 7-C
Input/] . - ceil info. et -y _|
Trocess usingl—yes ~NNS— Tner.7by T T
subprogram : NG
S|P 12,,1,:% ?n) Eeck qth cell info.
£ £ £y
BB pben_en olyesy

o
Output,

Figure 6.

e

subprogram

B%(:n :ol :n'l
BRimhe 1

JfErases, ,in Zone SK|
Re——

Fd

Bloek diagram of algorithm of subprogram for

processing information in OSR zone

vacated are fllled.

Thiu terminates modeling of the r

th operating

cycle, and transfer to the (r + l)th cycle takes place. Upon ter-
mination of information processing using the subprograms ISP, SRP,

OSRP (r = Prhax

), the results are processed using the basic ROP

subprogram (Figure 7) and several auxiliary subprograms, specifi-
cally, the subprogram for calculating (Pov)R-B and P__ (Figure 8).

During processing using the ISP, SRP, OSRP subprograms, data are
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Output
Figure 7. Block diagram of
algorithm subprogram for Pigure 8. Block diagram of algo-
printout result rithm of subprogram for calculat-
ing (Pov)R-B and P__
i Di#}
f
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L. Z
" J 20_/
i 7
f '”__/
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con 1 7 i Kcon 1
Figure 9. Formation process
characterlistics versus con-
Figure 10. Formation process
traction factor characteristics versus contrac-
1 —C/Cph = 0.8 p=1; 2 — tion factor
C/Ch = 13 p = 0.95; 3 — 1 — p=1; C/Cp = 0.8; 2 —
C/Ch =1, 25 p = 0.7 5= 0.9 ,C/Cn"1,3*-—“0=

0.7; C/Cp =1, 2

e s A ————— o Lt e i s e = B . s . — e e
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Figure 11. Forma-

tion process charac-
teristics versus
loadling coefficlent p

1 — T =16; C/C =

0.8; 2 — 1 = 32;
C/Cn =1; 3 —1II =

48; c/c =1, 2
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Figure 12. Formgi

tion process charac-
teristlcs versus
ratio C/Cy
1 —Keon1 = 8;
p=1;2 —K,on1 =
16; p = 0.95; 3 —
Kcon 1 =325 0%
0.7

Di#}
JI+ /
2
20 X
17+
4 I,li II V4
Figure 13. Forma-

tion process charac-
teristics versus
loading coeffiecient p

Kcon 1 =8; 2 —

C/Cn =1 Kcon l =

165 3 — C/C, = 1, 2;

Kcon 1 = 32

accumulated for calculating the mathematical expectation, dispersion,

and histogram of the random quantities Ngys Megs b’ End €415 S,

and data for (P, )p o and P ..

The ROP subprogram is used to cal-

culate the aforementioned characteristics based on the operating

values.

cycle P hax

The results of the digital computer study of associative ocutput

stream formation are shown in Figures 9 - 13.

The data obtalned re-

flect quite completely the relationships between the incoming signi-

ficant reading stream characteristics and the output stream char-

acteristics, and also characterize the assoclative memory operation.

In conclusion, the authors wish to thank I. I. Golovchenko and

R. A. Sagitov for thelr assistance in developing the program and
making the computer calculations.

55

e




g b

e v D e A S M T - * vl m

e A ——n —— s am =

56

REFERENCES

Kantor, A. V., S. M. Perevertkin and T. 8. Shcherbakova. See
present volume, p. 34.

Kantor, A. V., S. M. Perevertkin and T. 3. Shcherbakova. See
present volume, p. 57.

Tolmadzheva, T. A., A. V. Kantor and L. V. Rozhkovskiy. 1In
the collection: Apparatura dyla kosmicheskikh issledovaniy
(Equipment for Space Studies). Nauka Press, Moscow, 1972.

Buslenko, N. P. Modelirovaniye slozhnykh sistem (Modeling
Complex Systems). Nauka Press, Moscow, 1968,

Kantor, A. V. and T. A. Tolmadzheva. In the collectlon:
Apparatura dlya kosmicheskikh issledovaniy (Equipment for
Space Studies). Nauka Press, Moscow, 1972.




ANALYTIC STUDY OF OUTPUT STREAM FORMATION PROCESS 1IN
MULTIPURPOSE INFORMATION COMPRESSION SYSTEMS

A. V. Kantor, S. M. Perevertkin and
T. 8. Shcherbakova

ABSTRACT. An analytic study 1s made of the
output stream formation process for a system with
maximal information content. We take as the math-
ematical model the single-channel mass servicing
system with very simple input stream, with group
demand servicing, and Erlanglan servicing inter-
val distribution. Analytic expressions are ob-
talned for several system state probability dis-
tributlions and queue length mathematical expecta-~
tion and dispersion which can be used for certain
simplified calculations of the formation process
of all the output streams, but with the use of
priority servicing and with a simplified servicing
interval model.

As was shown in [1], 1t is advisable to study the multipurpose /35 L
information compression system by queueing theory methods. In this ?J
case, such a system can be considered a queueing system with walting. a
A stream of significant readings with corresponding sssociative :

- labels enters the input of the associative memory (AM) [2] used as
" a sorter and buffer memory (BM) in multipurpose information com=-
¢ pression systems. The significant reading stream is taken to be

very simple (experimental studies confirm the validity of this as-
sumption for stationary segments of telemetry parameter behavior.




- M.

The output of readings from the AM, 1.e., servlelng, 1s accom-
plished by groups of I readings during the multipurpose information
compression system operating cycle.

. e -l

In this study, the significant reading group servicing time is
assumed to be distributed in accordance with the Erlang law wilth
denslty

. t""r -1 e
f(x) = jm)—_e" g

(1)

1
where %%==jn?r is the average number of significant readings taken

from the AM into the matcher reglster per unit time; X is the para-

meter of tae Erlang distribution. Specifically, for K =1 f(1) = pes,

which corresponds to the exponentlal distribution, for K = « we have
the constant servicing duration case examined in [1].

In analyzing the states of the subject mass servicing system,

i Wwe use the embedded Markov chain methed [3] in which the system

| states are examined at strictly defined moments of time, namely,
immediat=ly preceding the moments of servicing termination. Ve note
that here, as usual, by system states we mean the number of messages
(demands) in the associatlive memory at a definite moment of time.

The Chapman-Xolmogorov equations are valid for embedded Markov
chaln points:

:. L) = 2-‘]1?!(! - 1) Py, (I)i (2)

where P,() 1s the probability that at the end of the jth cycle,

the system will be in tne state n; P, (/—1) 1s the probability that ‘ *

at the end of the (J - 1)th cycle, the system will be 1n the state 1; i

P () is the probability of process transition from state I lnto ‘
? state n, where

) Pl = P (N () = 0N (f = 1) = L},




Let qy, be the probabillty that in the Jth eycle, the number of
newly arriving readings will be b. It is obvious that for 0T,
b=n, fori<i<l+nb-n~—1_iM, and for t>d+n, b does not
define the system state at the end of the jth cycle, 1l.e.,

Gn for O0<ig -1,
Liitn-t+ | por HSISH 1, (3)
0 for H+nll< %,

~
o

The corresponding transition probability matrix has the form (the
subseript J 1s omitted for simplification):

Jo T G2 G-
Jo 91 T2 Y3+
........ =1

--------

do T a2 Ma-..
T T T 93

0 g0 01 02--.
00 gq... (" F1

h Py, !! =

n-—-1 I

Py = X PG=0lD+ D Pili— Dt =
=0 l=1f
ni [P (4)

= gn (1} ‘2 P(j—1)+ IZ‘}I Pylf— 1) qn-tan ()
-0 -
Y-S - 1 X

The probabilities Pn () satisfy the normalization condition

2 Pn(!) 2= 4, (5)

n=0

For the steady-state regime (f— o), the system of equations (h4) will

have the form "

Py=qo 2 i+ Pudo,
1=0
m-

1)1 = Y 2 Pl ‘i“ P“‘Il ’!' l}ﬂ + 130+
=0 i
................. (6)

-1 fin i
Py=ga 2 Pr-t 2 Pigneterny 2 Py=1.
’ {-0 0

| Y n=g




In solving the aystem of equatlions {(6), we use the generating func-
tion method. We introduce the generating funetlons:

Py - }} [V AR (7
-0

Q@) = 3 0.4 (8)

n o

Substituting the values of P from {(6) into (7), we obtain

- Ten

P(Z) = 2 ZnLQn 24 P+ 2' b an—hﬂ]
n-—o
n- l

= z, A 2, Py 2 Z*(Pugn + Pitngner- -+ + Priende) =

n=0 =g =0 -

=1

= Q(Z) ; r, 2 Z*(Pga + Prtugne Four ot Prangs): (9)
=

The convolution of the two sequences {4} and {/n.} appears in the
brackets in the right side of (9). Unwrapping this convolution,
we obtain:

=1

P(2)-=Q#) B Pit (3 270 3 2P (10)
N n=0
where
3 2%, == Q (@) (11)
=0

The sum 3 2°Pu. in (10) can be transformed as follows:

n.=p
HES
N 2P = 70 |22 3 PE]. (12)
ne=d fes0

The Expression (9) can be written in the form

=1 H--1

p(z) Q) 3 Fre@zt [~ 3 pZ'). (13)

Solving (13) for P (Z), we obtain:

1=
N pzt--zh
P2y g . (14)
v !
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Tn the Erlangian servicing time distribution case, the Expression
(8) for Q (Z) takes the form:

0z ~1 -;qi‘.t.'_ﬁ;.l’:‘.)"‘ﬁ(i L. B 2) )-x' (15)

A

where p == AK'nli is the load; X is the parameter of the Erlangian
distribution; A is the incoming stream intensity; I is the number of
sipnificant readings in th~ group. Then (14) takes the form:

H:l !
NEAZ)

P& =
zn(i_l_&uu—m) i (16)

Omitting the intermediate transformations, (16) may be written in

the form:
c
P(2) =gy —
Il -2 (17)

Juun

where C i3 a constant; Zj are the roots of the denominator of (16)
outside the unit eircle. The constant C 1s determined from the con-
dition P (Z) =1 for Z = 1, hence:

HtK—i

C= [l @-1 (18)

j=n

Finally, we write the expression for the generating function P (7):

HeRk—~1 Ziad

P(Z) = ,‘LL -z (19)

To find the system state probabilities, we expand the expression
for P (Z) into simple fractions:

By Brra B, Brrox-
1)(Z)=2’—l_z +Err+l.lz+.¢|—p—\.—':7'+-ol"z'ﬁ:!:—2'| (20)

where the expansion coefflclients B“ are found from the expression:

4 K-
4l (Z;—1)

Jwu il
By = . T+ K=1 (21)
L (% — %)
aZ lJr Loz,

€1

N




Wt deh s, e = e

T

Varying v in the limits A+ K—13»v 2, and substituting the corre-
sponding expressions for (21) Into (20, we have:

i'E-‘-['—":"-[i-i-'rz '1'(-5'2 )+...].

Farekea | Zitek-r  \ Barek-y (22)
We obtain the expression for Pn from (21) as coefficlents of the
corresponding powers of Z. Thus,
Bu_ | B Breog-y
P = o — T L e
i I Ziig (23)

If ZH is the smallest-in-magnitude root of the denominator of {16)

outside the unit circle, then the approximate expression for Pn
has the form:

3
Proe s (24)
T
The mathematical expectation of the number of demands in the system
and the dispersion of the number of demands are found from (22):

My =222 (25)

and

pivy= T8 + S - (52,...)- (26)

Direct calculation of the fiprst and second mements using (25) and
(26) is difficult. We use the semi-invariant method of [4].
Setting Z =¥ , we have

M) = 2 Pt (27)
fiw)

where M (8) 1is the moment generating function.

Taking the logarithm of (27), we obtain the generating function
of the seml-invarlants ¢ (8). The mathematical expectation of the
number of significant reauings in the system and their disnersion
are obtalned by differentiating the semi-lnvariant generating

6o

S
[
O




R .

]
o

function, setting @

Hik -1
. o “ . " (28)
MA{N) = ..._d_ll:_. “ 2 Pl:{ (% 1),

[
I-- Ky
. TR ’ ' p
PYRCEREL IUN [ ’2‘;' Zs(hs — YN, (29)
oo bl

Let us examline some limiting Erlang dlstributions:

1) K- 1,1 <o (servicing interval distributed exponentially);
2) K- o, 1< <o (servicing interval gonstant);

3) I -1, 1< K<» (single servicing);

4y I - =, 1 <K< > (group servicing with servicing after a
single interval of an infinitely large number of SR) .

For the limiting Erlang distrilbution cases presented above, we
obtain the following expressions for the generating function, dis-
tribution serlies, mathematical expectation, queue length, and queue
length dispersion:

Z; —1
L P@) =g, (30)
Ly —1 1
P, = ;ﬁl, (31)
1t

Here, Zn 1s the single zero cutslde the unit cirecle of the denomi-

nator of (16):

M (N} = g o
Z
ety =g (33)
H=1 2.7
Hu-wnﬂmnllejL
2, P(Z) - U7 (34)

zilcFH(l-m
where Zi are the roote of the denominator insldec the unit circle and

on 1ts boundary.
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a) =

i I -—
Py = (__ 1) if Mlgr o “—ql( P
10 @ —Za)
fe=}
: Lt . .. 7
Al [ [} H
a2 g

H -1
. 1. NP A
M(Ny= it A gy

LN a0

3. a1 KL >
K oy 4
p@ = =
J=1 i
Il z;,—-1
By = —L

20 Gl (L pP e A —

, nA=ssi—1,

I =l

A 7
}_f U 4
i

K 3
"1 v
o= 27 L
dg jeal
.
MANY = 2 (Z;— 1),

i
K

D{N} == 2“ Zi(Z; — 1)
)=l

b)Yy H=1, ~=1L
-1

_ kY _ Z,—1
- z:lwl z;tyl L]

1
M{N} = ——1»

4

D{N}:m .
e) -1, K-=m,
(1 —p}{Z -1}

pﬂ

X
l [ (%;—2) |z=-z.,_

*

( SP)n-S—l

P(2) = ~pmnTy
1—p
(1—p)e—1)
pn= n 8 )I‘I—S
d "‘l’)zx(— 1)"'3"8’[ (f»:f_sn +
2—p)
M (N} ‘“‘%‘tr“%r
. 1+ 2p) - Bl — p)t — (1 —p)
D{'\}’:L+ - Juup) )
had I<K<"° -

for
for n= 1'

ﬂ=0.

1 ”
5= | for n 2,

(35)

(36)

(37)

(38)

(39)

(40)

(41)

(42)
(43)
(44)
(45)

(46)

(47)
(48)

(49)
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Upon substituting into (19), 1n place of Z, the quantity
(1 - 2/0), ve obtaln the expression for the generating function
P (z2) [5]):
K

I (Z; —1)
Pi(Z) -= Jl“[ 'imjf“r)';'z .

Equating the denominator of (16) to zero for 5 =1 (Z - 1), as

N - «, we obtain:

K
eS( —2 Y =0

With asccount for the roots of (51), we have for the generating
function Py (z2):

lim Py (2) = i 27

=1

where Sj are the roots of (51) for Re (3) > 0.

hm -— 2_,

i N te)l ?
—a% y=x} (i _*_ i )

where:

K
5.
~11%
3= I . ; - ’

Ay .ii)-z?| 5.
7z J“ iL( i ] zu(u--"—)
K

. M{N A
Iln] "-"’_{I_L = 2; ‘s; ll
FIEEN 13- ;

lun—-—-- Z‘S .

s =
b) I = oy K =1.

8
im Py (2) = —anie
JET;I "(J) M4

P,
e A
u;
-1

oMy
lim ML
H-o+~

LR .
}IIII—I{T_;'L < 8%

£

(50)

(51)

(52)

(53)

(54)

(55)

(56)

(57)

(58)
(59)

.

N




c) =~, K=n,
lim (%) = ¢o%, (60)

H—ew

. P 1 —pll :
Jim e Sl (c1)

==, (62)
\

N}
tim 260 g, (63)

Calculations were made of the functions M{N}II and D{N}II* as a

function of I for two values of the loading ¢ = 0.8 and 0.9 (Figures
1, 2).
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DISPERSION SPACE RADIO LINKS

L. G. Sapogin and V. G. Sapogin

ABSTRACT. We examine the dispersion method of
information reception and transmission with use of
the dispersive medium in which the radio waves
propagate as an optimal filter.

Highly directional ground-based antennas with large etfective iﬂi
areas and cooled high-sensitivity recelvers are used for communica-
tion with distant spacecraft. With the narrow antenna pattern and
weak signal, spacecraft search becomes a complex problem because of
the long time for establishing communicatien. The uplink communica-
tion problem is simpler than the downlink problem for the following
reasons:

a) low onboard transmitter power; at the present time a trans-
mitter power of 100 W can re considered the limit, since increase of
the distance from the vehicle to the sun leads to marked reduction of
the onboard energy supply;

b) 1limited directivity of the onboard antennas because of the
severe requirements on spacecraft attlitude stabilizatlon in space;

¢) 1l:mited ground antenna effective area;
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d) the tremendous distances and inexorable law of squares
jead to a situation in which the communicatlion problem at the pre=-
sent time is resolved using all possible approaches (combined method).
Further technology development requires strenous efforts and large
expenditures in all these directions at the present time.

It is well known that the outer-space and near-Earth plasmas
in which radio waves propagate have dispersion, which has always hbeen
considered a serlous obstacle for transmission of wideband and FM
signals, since they are distorted strongly because of dispersion f11.
Such dispersion-type signal distortions increase with distance, and
impose limitations on the transmitted information spectrum width.
For lunar distances, the dispersion limitations require signal spec-
trum width Af < 40 MHz, and at distances of billlions of kilometers
the required bandwidth is on the order of tenths of a Hertz. The
exlsting long-distance radio commuuication techniques have igncred
the dispersion properties of the medium and have considered only its
attenuatiun. The present study shows the possibility of using the
dispersion property of the medium in which radlo waves propagate as
an optimal filter. For a glven medium, the signal spectrum can be
selected so that the signal harmonic components, traveling with
different phase velocities because of dispersion, combine at the
reception point in the required phase and create a local spatial re-
glon in which the peak signal power is very high. Here, the disper-
sion limitations will have a different nature, and the proposed
disversion method of information reception and transmission may lead
to some progress in the questions of ultra-long-range space
conmunication.

GENERAL QUESTIONS OF WAVE GROUP PROPAGATION
IN DISPERSIVE MEDIA

First of all, we shall clarify how wave groups (:ignals)
propagate in dispersive media. This question 1s not new, and has

been examined in connection with study of electromagnetic wave
nropagatioa in feeders [2], plasma [3], amplification of light pulses
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in radar [5, 6]. If we start from the problem of compressing a wave
group into a narrow pulse [7] (in the limit a &§-pulse), we can formu-
late two problems:

1) finding the form of the matched wave group (spectrum, modu-
lation law) which 1s compressed by a system with given dlspersion
characteristics into a narrow §-pulse;

2) finding the required dispersion characteristics of the Ly
system from the given form of the signal which is compressed into
a narrow é-pulse.

The first problem is of primary jnterest for the creation of
dispersion-type space radio links, and the solutlon of the second
problem is analogous. We shall in the following assume that the
dispersive system 1is linear, 1.e., its characteristics are independ-
ent of wave group amplitude. In nonlinear systems, the question of
wave group propagation becomes exceptionally complex, and has been
examined in part in [8].

As is known [9], if a signal v (t) acts on the system input,
the output signal will be

U@ =g \ Ko DS, (@ e do, (1) |

where

So(w) = § v(ed

—

is the 1nput signal spectrum; K (w, 1) 1s the transfer function of
the linear system. A linear di: persive medium or system can be
represented as a symmetriec quadripole with two 1lndependent parameters:

wl

} rmeran
K(m’ I) L. gl g u,(w)’ ( 2)

where o (w) 1s the coefficient of attenuation or amplification of
the medlum; Ve (w) is the wave phase veloclty in the medium (the
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dispersion characterlstic of the system); and I 1s the length of
the considered segment of the medium.

We shall examine two different dispersive systems K, (6, ) and

Kp (6§, 1), and two wave groups: broad X (t) and narrow Y (t) with

spectra Sx (6§) and Sy (8), respectively. Assume that under the ac-
tion of the broad group X (t) on the input of the system Kc (6, 1),

there arises at the output the narrow group Y (t), and that under
the action of the narrow group Y (t) on the input of the system
Kp (6, 1), there arises at the output the broad group X (t) (reversi-

bility). It is obvious that:

_ S5y (3)

Kg (0), l) = -SZ_((-I)_). v

S (@)
Kp((ﬂ,l)—m. (u)
Hence, 1t follows:
, 1 K3 @, ) (5)
Koo ) = g = TR, . DB’

2 (0) = — @y (9), (6)
vy, () = — vy, () (7)

We see from (6) and (7) that the characteristics of the "narrow-
ing" and "broadening" systems are mirror symmetric relative to the
w axis. The transformations performed on the wave group are not
equivalent to reversibility of the propagation process (1.e., re-
placement of t by -t). While the system with normal dispersion and
attenuation o broadens the narrow pulse, in the system with anomalous
dispersion and amplification «, this broad pulse will be compressed
into a narrow pulse. We note that all processes in systems with
o A 0 are irreversible. If the dispersion law is not altered, the
sign of the time for the pulse changes. For example, if a llnear
FM pulse with time-increasing modulation frequency 1s subjocted to
compression, then, as a result of broadening of the narrow pulse, /45
we obtain a broad pulse with time-decreasing modulatlon frequency.
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We note that (6) and (7) are valid for mutual transformation of a
definite narrow pulse into a definite broad pulse and vice versa,
but not for an arbitrary broad or narrow pulse. In this case, the
same dlspersive system may narrow one pulse and broaden the other.

FINDING THE SPECTRUM OF A WAVE GROUP COMPRESS3ED
INTO A 6-PULSE IN DIFFERENT DISPERSIVE MEDIA

Assume that in one case a wave group & (t) arrives at the input
of the system K (w, Z) and is broadened into Y, (), while 1n the

other csase the wave group Xl (t) acts on the same system and is com-

pressed by the system into the function 8§ (¢t - 7). Then we can write:

+ .
| Yy et
K(nl)=-=% : (9)
| sunemielae
+»
1ﬁu~rn4mdt
K (o 1) =32 . (10)
| Xy de

—0

After integrating and equating the right sides, we obtain:

+0o +
S Yi@)ewtde \ X(t)eiordt = e-te (11)

or the relation between the spectra:

— it

[d
Su () = 3" (12)

3ince the spectrum of the §-function:

Se(o) = § S(eye-irae -1, (13)

by comparing (13) and (1), we obtain the condition under which a
wave group in é-function form 1s obtalined at the output of the
dispersive system:

Ko D)So() < 8s(m =1, K(mb Tiuo_) (18)




This formula makes 1t possible te find from the specific form of the
dispersion characteristic the spectrum ol the signal whlch 1s com-~
pressed into a é-pulse and, conversely, to find for the case of a
specific signal, which is compressed into a 6-function, the required
dispersion characteristic of the medium. The exact solution of thils
problem for a specifie dispersion law and wave group always involves
considerable mathematical difficulty 1in calculating the Integral (1},
which, as a rule, cannot be calculated exactly, and 1s evaluated
approximately by the steepest descent method or on computers. There-
fore, it is better to proceed in the opposite direction — make the
mathematical study for approximate dispersion equations, when the
Integral (1) can be calculated exactly.

For an approximate qualitative evaluation of the signals whlch 43@
can be compressed into a S-pulse, we shall use the following simple
analytic equations, obtained by graphical approximation of the actual
dispersion characteristics 1n some frequency region. The llnear
normal disperslon:

\ mi | A
l”-=c(1_%il 0<(I)<L!)|. K(ﬂ|l)=0xp[—£9;:-‘(r"‘ . (15)
| =)
The hyperbolic normal dispersion:
v, .cl:l—', 0. ws ~, K(n 1) -:expl oo (16)
The parabplic normal dilspersion:
o} . . WM
1] -'=Cm—J, 0 Wl Wy I\( N “ l‘X[)( .- -—;:2'-, (17)
]

Approximatlion of anomalous v1lspersions yields the same results, but
with inverse law of frequency modulation withln the wave group.

We find X () for the linear normal dispersion:

T 1 )
§ e roremem——
¢ ! o’

w |

. |y .
X)) = H,_'\,\, oxp it df ), (18)

The sought intergral can be tabulated. The result will be:
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N(t) - lz' .ﬂ.uxp[ i ;-m’ »lox':[i o .“2 ki -:. (19)

2e o,

1.e., 1f a wave group of very high ampl!tude, with carrier frequency
varying in accordance with a definite law, arrives at the inltlal
moment of time at the input of a system with linear normal disper-
sion, then a §~-pulse is obtained at the output. Let us examine the
same case for hyperbolic normal dispersion:

"tl

X(t) = o Sﬁcxp(l —-—~)6""'do = ;/ - ( %\,exp io, -:—’ (20)
Any wave group of constant amplitude and linearly 1ncreasing modula-
tion frequeney 1s compressed into a é-pulse. For parabolic normal
dispersion the analysis is difficult, since the resulting lintegral
cannot be evaluated. Evaluation by the steepest descent method
yilelds the same result as for hyperbr.ic normal dispersion, but with
nonlinear modulation law within the wave group. The estimates made
above are very approximate because of the unrealizabllity of such
dispersion eguations for the condition o = 0. Moreover, the 6-
function ylelds an infinitely broad spectrum, while real wave groups
cannot have such a spectrum. Therefore, 1t is necessary to solve
the problem for an output signal in the form of a real A-pulse.

FINDING THE DISPERSION CHARACTERISTICS WHICH
COMPRESS SIGNALS INTO A REAL A~PULSE

The correctly introduced real A-function for wave group repre-

sentation must satisfy the Laplace equation and be sufficlently simple

so that the resulting integrals can be evaluated. We take an guxili
ary function y (t, p), for which p > 0 depends continuously on t,
and in the limit takes the values:

for t =10, (21)

This requirement is satisfied by 4 function whose graph colneides
with the function y = 1/2 sgn X,

T4
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The derlvative of y (t, p) with respect to t, which we denote by
A (t, p), will be:

aretg -%; . (22)

1 ¢ i p
ﬂ.g"—mmA(t,p)ﬂ'?os r”“coswtdm=-—;‘-ﬂ-+—-ﬁ- (23)
It is obvious that
. 0 for ¢==0, (24)
l;?oA(t'p)={“-‘° for t=0,
lim g A, p)dt =1, (25)
ro Lo
6(t) = im A (¢, p) (26)
p—0

In the case of conventional integration of thls funetion, the limit
passage must be performed after caleulating the integral. In other
words, the small parameter must have lower order of smallness than
the incrcment At. An integral with such a A-function denotes cal-
culation of the 1limit of the sum as At + 0, p » 0 and At/p =+ 0.
Such integrals are improper integrals, and the funetion utilized 1s
a generalized function.

A1

Since the introduced function & (t, p) 1s the real part of the
analytic function ‘

1 1 1
e SOl (27)

It is a solution of the Laplace equation and, consequently, can
descripe real wave groups. We find the spectrum of the function
A (t, p):

1\ = ? L P ~put =
Satt,p (0) _5‘ T g O Tt = P, (28)
Now it 1s not difficult to find the connectlion between the wave

group and the transfer function of the system which compresses this
group into A (t, p):
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Ko, )8 () =etml,  K(m, §) = -g—m—, . (29)
Az p + 0, the Equatlon (29) becomes (14), We note that the form of
(29) changes very little with change of the technlque for specifying
A (t, p).

COMPRESSION OF LINEARLY FREQUENCY~MODULATED WAVE
PACKET WITH GAUSSIAN ENVELOPT

The complex espression for the llnearly frequency-modulated
wave group with Gaussian envelope has the [{orm

8(t) = exp(— 5T exp li (out + T (30)

where T means half the pulse duration at the 0.37 maximal ampiitude
level. PFor a linear w variation law, the instantaneous signal fre-
quency takes negative values in some reglion. Ip this connection,
we assume thii:

2117 <oy (31)

and the region of negative instantaneous frequency values coriwipnnds
to negligibly small wave group amplitudes. We find the spectrum of
such a wave group:

oK

S(n) = §S(t)e-*"'¢lt= s exp—-—[(-:—.- —t'r;t‘-i-i(m—mg)t]dt. (32)

- -

we denote 1 - iyT = u, and obtaln:

. T —ogrs ] T J—— - .
S(v) = -{rcxlj [-—L'%’l_] 5 etz = T Va exp[—("’ o )n;q].

P n (33)
We find the modulugs of the complex numher u:
W) -V TT T
Separating the real and imaginary parts in {33), we have:
$(o) 2 ':{'Tfexl' [- WJexp [i ('rT‘ © ;;:.,..‘,n - -::-arctg'r:'“)] ' (34)
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where o .2 .o

S 4 e
. Vi 18

7 the effective spectrum wlith. Congequently,

the amplitude speetrum of such a pulse has Gaussian form and 1 enn-

centrated near the center frequency Uzinp (29), we find fthe

0'
tranafer function of the optimal dlapersive medium:

- i b — () 1 . ' . i g .

K () =exp I_M(-f-'a—“%l—)—]exp t—- l['rT‘(-“-!-n?-—-"- —-arclg ‘.’T'J'} , (35)
whare |K(»)] =exptﬂgi%£ﬁi] is the amplitude-frequency characteristic
of the medium and F(») - nxp!-- tif,"l"-‘“Ls;‘%"_"':._me»c;gTT-'J} is the dispersion

Jiarmacteristic of the medlum.

If a llnearly frequency-modulated wave group 1s passed through
a medium with these parameters, at the exit from the medium we obtain
an amplitude-modulatcd wave group of bell-shaped form, for which
carrier frequency modulation is absent:

1
Uex () =

dl

S{0)B(»nyewtdo .= Vme T e,

%.e/-*.g

Comparing (36) and (30), we can see that ihe output signal duration
is reduced by m times and the amplitude 1is lncreased Ly vm times in
cuaparison with the input group, l.e., the pulse has been compressc?d
by m times. Th's also follows from the energy conservation law.

The signal energy at the entrancc to and exit from the disper-
sive mediun 1s defined by the expressions:

v . N .
Een = -._%;S |S{"|d» = T S a*{w) dw,

(]

10 1
Ey, = 75 ) ISOIdo= 57 Sa‘(-n)dm.

The signal compression factor 1s equal to the ratlo of the entering
wave group duration to the exiting wave group duratlon:

en TenEgn
m = m =nT B s
Tex Eex en en
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15 the normed gpeetral deniity. Slince a4 (w) << 1, thenn 2 1.

Thus, the compresslon factor is equal (in order of magnlitude)to the
product of the signal duration by its spectrum width:

= « Aw,
m Ten [11]

For frequency modulatea zignals with large deviation frequency
ry4» the occupied band width bdw = ?ﬂ/fd, then:

m and‘ren N

(37)

but this is simply the modulation parameter of the frequency~-modu-
lated pulse. It is clear that for a given dispersive medium Increase

of the duratlon Ten requires correspondlng 1increase of the trequency

deviation and this makes it possible, purely theoretically, to ob- |
tain any compression facters. In practilce, the entire problem lies
in radiating the frequency-modulated pulse with very large frequency
doviation in accordance with a strietly defined law, since the
= stability of the medium at large distances 1s quite high.

ON DISTERATON OF MEDIA USED AS OPTIMAL FILTERS )

According to the latest experimental data [3], interplanetary
space 1s a plasma with particle concentration N = 100 el/em3. For
such concentrations, we can neglect the magnetie fleld influence
and conslder the plasma nonmagnetlc and collislionless. The disper-
sion equation of such a plasma has the form:

. a0l
R SR V4.

; ]t o (38)

w?

For the interplanetary plasma, the frequency w, 1s low, and for

sufficiently high frequencies, we can expand (38) into a seriles




in powers of “o/“’ and conaider only the first two terms of the
expansion. Then,
2
V=t =522, (39)

which is greater than the speed of light, Formulas (38) and (39)
lead to good agreement wlth the experimental data for the inter-
planetary and near-Earth plasma.

In the meneral case, the disrersion of outer space 1s determined
by the magnitude of the Integral electron aoncentration (1EC), which
for near-Earth plasma varies continuoucly, depending on the time of
day, season, and solar activity cycle in the 1limits (1 - 8) - 10%3
el/cma. Change of the IEC may lead tc change of the compression
factor m (Figure 1). In addition, the magnitude of the IEC for near=
Earth plasma depends or. the magnltude of the zenith angle & follow- /50
ing the law (Figure 2):

Ni = Ny pec 9,
0 ;
where Ni i1s the IEC in the normal direction.
0]

J

b1
”ﬂ 2 T 1
{
v !
e |
]
_”1" - N . i
~ ‘3 — f =
* |
Figure 1. Compression factor Figure 2. IEC as function of :

&8s function of IEC and dis=- genith angle

tance

Studies made using artificial Earth satellites have shown con-~ '
clusively that, along with the regular dally variation of Ni’ there

are observed irregular variations due to sonospheric nonhomogeneities.
The ionospheric nonhomogeneity dimension spectrum occuples the '
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interval from several hundred meters to several hundred kilometers,
and the magnitude of the electron concentration fluctuation increases
with increase of ncenhomogeneity size and lies in the range AN/N =
0.1 -~ 50%. Studies of the Mars and Venus ionospheres during
flights of the Mariner 4 and Mariner 6 spacecraft make 1t possilbie
to evaluate the magnitude of the dispersion of the ionospheres of
these planets. Using the electron concentration distribution pro-
filez in the Mars lonosphere [10] and Venus ionosphere [11], we can
find the IEC alcng the radio wave propagation path and the rate of
1t variation as the vehicle approaches the planet. Calculations
show that Ni along a ray 1n the Mars lonasphere may reach values of

Ni n 1013 el/cme, and in the Venus lonosphere — several orders

16

greater, Ni n 1015 - 10 el/cma. According to the latest data, in

the Sun's supercorona region (outer region of the corona at a dis-
tance greater than five sun radii) the electron concentration N
decreases, following the law [13]:

N, (R) = 1.1 - 1023 R"?,

where R 15 measured in meters. For super-long distance spacecraft
studying the depths of the Galaxy, the IEC may reach 5 *

102} - 5 . 1023 e1/em® [141.

On the other hand, the question of electromagnetic wave dlsper-
afon existence in a vacuum has been posed many times, and is of t
definite theoretical and practical interest. Rozenberg's data on
electromagnetic wave velocity measurement in a2 vacuum for a very
wide frequency band after averaging yield the following table

e a7

i
. Wave frequency f, Hz 107 1034 1019 1022
w Propagation velocity 299,787.4 299,781.7 298,300 297,400
— c, km/sec ‘
. ;
}- We see that the difference of the velocitles at the edges of the band '

studied amounts to 1%, which corresponds to velocity change per unit /51
frequency equal to:

i
i
]
!
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More precise measurements made in the RF band confirm thls value

of T. Rozenberg himself [16] questions the existence of diapersion
in a vacuum, in contrast with other authors. Specifically, Teller
{19] proposed exploding an atomic bomb in space and measuring the
difference of the time of arrival at the Earth of the light and
gamma rays.

U.-. 7". l“ I'

It 1s not difficult to find the shift in seconds for frequencies
of different electromagnetic waves emitted at the same time from
some obJect:

At=‘|—fg=-f-l——..f‘_._.:"":l:ﬂ) LAe LLATT

where ¢, and c, are the electromagnetic wave velocitles at the fre-

quencles fi and f2. Kotelnikov and other authors (3, 12, 13, 17, 18}
have drawn the conclusions on dispersion 1in interplanetary space.

DISPERSION LIMITATIONS IN LONG-RANGE
SPACE RADIO LINKS

When organizing long-range space communications, it 1is neces-
sary to consider the dispersion propertles of the near-Earth plasma
and interplanetacy space, since signals are distorted markedly when
transmitted over long distances. Therefore, it is important to
clarify theoretically the limitations which arise. The group velo-
city of signal propagation in a dispersive medium 1s:

Vgr = ¢n,

where n is the refractivity of the medium. For a collisgionless
plasma,

n=]/—_TﬁT_L/1_

where £, = 8 107; N is the number of electrons; e and m are the

electron charge and mass. Then, the time of signal propagation
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between the polnts x1 and x2 for arbltrary electron concentration

variation law will be

where f is the signal center frequency. For f2 >> f02 (condition uf

radio transparency), this expression may be expanded into a power
series, and we can write in the first approximation:

R .07 ¢
l=—‘.‘—5dz+ "!-‘ s;‘ d:-
Xy LT

The first term i1s tie signal propagation time in free space, and
the second 1s the lag effect from dispersion, which depends on the
frequency. Any transmitted signal occuples some frequency band Af,
which 1s connected with the signal duration Tt by the known relation:

b= (40)

Since the signal lag time 1is inversely proportional to frequency
squared, we will observc a difference in its magnitude at the edges
of the signal spectrum. Let the signal spectrum upper frequency be

£, " f+ -«:—M , and the lower frequency f; = I—%—AI . Then,
Xy
f PR § =A‘=&—‘E.1 _1—-—’_-l .Ndx_
[ ¢ [I’z ’fx-lé.

If /3> -.:-A[, which 1s always the case, then

2400 [ (g F Uyt i) ¢ 8.40tAf 0
At - A0 [-L%'_Lih 7"]5 Ndz = | Mis. (1)

e
l
If the time At is commensurate with or gre.ter than the transmitted
signal duration, undetectable signal distor%ione and information
loss occur. Expression (41) with account for (40) may be written

in the form:
—
Af - .
],/-a-lmj'ﬁdu (42)

n
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This inequality 1s the condition for undlistorted signal transmission
in long-range space radio links. For circumlunar distances [20],
the quantity

X
§ Ndg = Ny = 5.10% 01 /en?,
L

Distortions will not be observed for a signal frequency f = 1 GHz, 1if
Af << 40 MHz. For vehlcles located beyond the Sun's supercorona or

used for studying the depths of the Universe, the quantity Af willl
be on the order of fractions of a Hz.

Changeover to the optical band (use of lasers) would make it
possible to lncrease the signal spectrum width for long distances,
but it 1is Jdifficult to count on the appea;ance of such communica-
tions systems in the near future [21, 22].

INFLUENCE OF PLASMA NONHOMOGENEITIES ON WAVE GROUP ‘
PROPAGATION IN OUTER SPACE f

Random nonhomogeneities influence wave propagation in a medium:
they cause amplitude and phase fluctuations of the harmonie wave
which depend on the frequency, 1.e., there occurs a sort of disper-
! sion which shows up in frequency dependence of the harmonilc wave
! amplitude and phase fluctuation. Therefore, during propagation in a
medium with random nonhomogeneities, the wave group will alter 1its
form. Let us assume that weak large=scale nonhomogeneities are pre-
sent only in the right-hand halfspace (x > 0). From the left-hand
halfspace (x < 0), there i1z incident a wave group of arbitrary form:

$ 0w

O

[

Usiz—ct) = § Clwn)oxplim (2 — et)] doy, (43) E

! where the harmonic components »f the wave group have the spectral |
.'14 amplitude ;
' ‘ Ny d(z —et) |
G(w) =i  Usla = et)oxp | iy (6 — et d (¢ — ct) (4b) |




In accordance with [23 - 25], the electromagnetic fleld intenslty
can be expressed in terms of fluctuations of the wave level B (k, x)
and phase S (k, x):

U (wy, 7) = € {@)expl — BT (uy, 0) — iB (0, 2)8 (@, 2) + B {0y, 2) +
o+ 18 (wy, &) A Hoy (r — eh), : (k5)

where C (wl) 1s defined by (44). After integrating (45) over all

frequencies, we obtaln the general expression for the fleld inten-
sity in the wave group:

U=\ C)expl— F(m) — iBla)S () + Blw) +
+ I8 (©,) + fwy (x — ct)] dw,, (46)

hence,

Uyt = _\L C (1) C(wrg)exp {— BT () — BV (1og) — ¢ 1B, S (i) =B (wa) & (e} +
- B(wy) - B(wg) 3+ 18 () — S (wg)} -+ {(w; — wy) (z — ct)} dinydny.
This quantity can be found as a result of statistical averagiug of
the factor
exp{B(v;) + B{wg) - |8 () — §{wp)l}

in the integrand. Considering & normal distribution law of the
quantities & {w), B (w. S (wy), S(w), 1t is not difficult to obtailn the
expression for the average value of this factor

exp o T¥Tm) -+ =5~ B¥(wg) -+ Br) Biog) — = §Con) — - 57y} +
+ §Ta0 8 (on) + ¢ (BT St + Bla (o) — Blop S @}

then, N
vyt = SS C{wy) C () exp {— -%- b¥(w) — -.1-S'(m;) - -i- B® (w0y) —

= 4 8 (0g) -+ B(on) Blon) + 8 ()8 (03) + $18 () (am) +

B (0)S (i) -+ (o = o) (& — et)] dy o, (A7)

We see that the mutual correlation and auto-correlation functions of
the level B (w) and phase S (w) fluctuations at different frequencles
appear in the integrand. 1If we assume that the correlation




coefficient for the refractivity fluctuation has CGaussilan form:

:3 .L'“’ - ;' 0

nuesp(—-—-j‘,——f- N
with account for the method of [24, 25], we obtaln
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where 52 i1s the mean square of the refractivity fluctuation n, = /54
i i

n (mi) at the frequency wy; D1 = |} x/k,La; the correlation function

of the field fluctuation 1s assumed to be (Gaussian, with nonhomo=
geneity dimensions L. We examlne the propagation of an arbitrary
pulse in a nonhomogeneous medium. We expand the exponent in (u48)
into a series in powers of v, ®ug - W, and negleet terms of
third order:

N

JT3) = _SS C (g 4= ¥, ) C (g + v5)0XP {— G (v, — vg)? -i-

+ QT — i) + P (v — vk dv,dw,, | (49)
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In these expressions, all the quantitles with zero subsoript
relate to the frequency wg, and the diffurentiation is made with

respect to w. We shall examine an input signal with amplitude
spectral density:
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C(w) = Cy¢ A = (e O, (50)
This spectral density distribution selection makes 1t possible to
examine all the physical phenomena of interest and, at the same time,
simplifies the claculatior of (49).

Substituting (50) into (49) and integrating, we obtaln:

[(T’F +Gi"c-=l- Q'—a-] “p l— w[(-&;+c‘3:+Q--m] } (51)

This expression descrlbes the influence of plasma nonhomogeneities
on wave group intensity. The nonhomogeneity factor 1s taken into
account by the coefficient G. By definition, G depends linearly on
distance. We see from analysis of the pre-exponential factor in

7| =

(51) that the wave group intensity decreases inversely as distance
because of the defocusing action of the nonhomogeneities. This con-
clusion is independent of wave group form and nonhomogenelty varia- i
tion law. The only requirement 1s the normal nonhomogeneity distri- ‘
bution law, which, generally speaking, follows from the Lyapunov '
central 1imit theorem [26].

DISPERSION~TYPE SPACE RADIO LINK

When organizing optimal long-range Space communications using
the proposed method, it 1s necessary that the spacecraft remain con-
stantly in the region of maximal signal power. To this end, the
maximal power region is displaced to follow the spacecraft by selec-
tion of the radiated signal. Information transmission 1s accomplished
using Pulse Code Modulation (PCM) methods. The dispersion=-type space !
1ink consists of the transmitter with variable signal deviation
frequency, the medium, and the receiver whose passband can be varied
on command from the Earth and must increase with increase of the ,
r communications distance. The frequency-modulated transmitter pulse | f
with decreasing modulation frequency has the duration t, which in= /55
opeases with increase of the distance, while the signal center fre-
quency fo does not change (Figure 3). The rate of change of the
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modulation frequency 8 = 2 md/T and

the center frequency fo in this oL
]

-~
$

signal are constant at all times,
while the spectrum width lncreases
iinearly with distance. The re-
ceiver in this radio link must be
boradband, and special study should
be devoted to its detailled analysis,
The filter for the receiver 1s the

space medium itself, whlle the re- Figure 3. Types of radi-

ated radio signals for
ceiving element may be a broadband different communication
maser with controllable band, fol- distances

lowed by a detector and amplifier.

After the video amplifier, the signal and noise enter a resolver

with suitable observation criterion: this may be a Zigert-Kotel 'nikov
ideal observer, Neyman-Pearson minimal riek observer, or a minimax
observer. For transmission of telemetry lnformation from aboard the
vehicle to the Earth, the average risk must be minimized by using
group codes [27].

We shall analyze the variation of the signal compression factor
with distance. With increase of the distance, the signal compression
factor inecreases because of the dispersion of outur space, and de-
creases because of the defocusing influence of ine plasma nonhomo=
geneltles. If the compression factor decrease because of nonhomo=-
genelties is greater than the factor increase, this will hinder
organization of long-range space communications by the dlspersion
method. We have already seen that the signal compression factor 1s
equal to:

mw2T fd T,
Substituting herein (41) and £, & Af (which 1s valid for large
modulation factors),we obtain

162,401 AV, 7
m = ——W'; —hma
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With increase of the distance, the required pulse duration will in=-
erease linearly. In order that the spacecraft be at all times in
the maximal signal power reglon, i1t 1s necessary that the radiated
signal duration and frequency deviation increase linearly with
distance

P, = AFg,

d
where Fo 1s the initial frequency; A is a coefflclent of propor-

tlonality; then,
1634 HF N, o

m = ——— i (52)
i.e., the compression factor increases as the cube of the distance.
With increase of the signal compression because of dispersion and de-
focusing by the nonhomogeneitles, the signal power wlll increase Aas
the square of the distance. Since the energy flux density at the
reception point 1s inversely proportional to the square of the dis-
tance, we find that the peak signal power at the reception point

will be independent of the distance. This econclusion is valid only
in the case when, with increase of the distance to the spacecraft,
the transmitted signal duration and frequency deviation increase and
the deviation magnitude 18 not too large.

In the case of compression of a rectangular frequency-modulated
pulse, there arise additional side lobes on which signal energy 1s
expended uselessly. Detalled examination of this gquestion shows
that the signal which 1s optimal from this viewpolnt must have a
Gaussian envelope. If we select a signal frequency deviation from
100 to 500 MHz, the maximal pulse duration for communications with
Mars amounts to about 34 msec, and with Jupiter — about 0.5 sec.
The compression factors obtalned are 5 ° 107 and 109, respectively.
The dispersion-type space radlo 1ink c¢an operate in two regimes:

compensation for compression factor fluctuation by mcans of the
plasma nonhomogeneitles, and antenna "noise compensation" by varying
the antenna zenith angles. The first regime 1s provided by select-
ing the operating point uf the radio 1link at the maximum of the

i W =




compression factor versus IEC curve. As is known, antenna noise
inereases with increase of the zenith angle, which reduces the
signal/noise ratio. On the other hand, the IEC also varies with
zenith angle change. With selectlon of the radio link operating
polnt in the region 2 (see Figure 1), we can obtain an approximately
constant value of PS/Pn for various zenith angles.

In order to establish contact with extraterrestrial civiliza-
tions and automatic interstellar stations of the future, it 18 neces~
sary to resolve the problem of interstellar communications, which
can be broken down into three basic aspects [147:

1) 1s it possible to transmit a signal over very long dis-
tances and, if so, how 1s this best done;

2) how can we attract the attentilon of other civillzations,
or vice versa;

3) how and in what "language" can meaningful information be
interchanged with a completely forelgn civilizatlon.

The most important aspects are the first two, since the large
distances make information transmission unusually difficult, and
searching for signals at varilous frequencies and elevation angles
18 quite impractical. On the basis of the present level of the
development of radiophysics, we can expect, in principle, the crea-
tion during the next 10 - 20 years of antennas with effective area

105 m2, and receivers with noise temperature Tn w 1° K. Estimates

for the isotrople case [28] show that such a receiver can record &
signal from any point of the Universe from & transmitter with power

P 1031I erg-sec'l. At the present time, the total amount of energy
radiated each day by mankind amounts to about 4 - 1019 erg, while

the Sun's energy output per second is 4 s 1033 erg, which 1s an
order of magnitude less than the required transmitter power.
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The disperaion information transmission method makes possible a
new approach to the problem of seeking extraterrestrial civilizations
and providing interstellar communications, It is advisable to or-
ganize the search as follows. With the aid of phased antennas lo-
cated at different points of the terrestrial sphere, we can create
in the distant zone a spherical wave radiated by several frequency-
modulated transmitters. By varying the transmitted signal duration
and deviation magnitude, we can "probe" various spherical layers of
the Galaxy, increasing the search radius in the course of time. In
order that the signal be compressed in%to a S§-pulse in the region
of UV=Cetus with frequency deviation from the optical to the RF band,
a pulse duration of about 5 sec 1s required, and, in this case, the

compression factor m 1012 - 1013. It is obvious that reception of
extraterrestrial civilization signals must be accomplished with the
aild of exceptionally wideband receivers of the Kotel'nikov receiver
types. Only after estavblishing contact with the c¢ivilization 1s
dispersion-type coumnunications with directive antennas organliged.

The described technique of dispersion-type reception and transmission /57

18 known in nature. Thus, certain forms of bats [29]) apparently
utilize the properties of acoustic dispersion of the surrocunding air
space and radiate ultrasonlc frequency-modulated signals which are
compressed into a §=-pulse as they propagate. Thls technique in-
creases the range of action and resolution capacity of the ultrasonic
radar.

In conclusion, we note that the described principles for the
construction of dispersion-type space radio links provide potentlal
noise immunity.

The authors wish to thank Prcf. P. A. Agadzhanov, Dr. Tech. Sci.,

and Yu. K. Khodarev, Dr. Tech., Seil., for their valuable comments,
discussions, and support in thls study.
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SPACECRAFT ANTENNA SYSTEM DESIGN

A. P. Alekseyev, B. A. Prigoda and
L. I. Skotnikov

ABSTRACT. We examine methods for grourd
development of unmanned spacecraft antennas.
Considering the scope of this question, the ac-
sent is on the methods and devices for evaluat-
ing the characterlistics of nondirectional an-
tennas with ambient condition simulation which
is as close as possible to the actual conditions.
Special emphasis is glven in the article to the
questions of measuring directivity characteris-
tics and studying antenna corona formation.

The problems of designing antenna systems having nearly optimal /58
characteristics are becoming increasingly Aimportant in connectlon
with the rapid growth of space technology and, particularly, the
development of unmanned space stations. In the present article, we
exami.ie some aspects of ground-based development of antenna systems
g associated with the methods and equipment for ground-based develop-
ment with the closest possible simulation of the actual operating
conditions of spacecraft of the subject types.

=
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In cont.rast with the conventional antenna systems intended for
stationary and mobile radio equipment designed to operate under
ground-based conditions, the development of antenna and feeder sys-
tems (AFS) for spacecraft requires that several specific conditions
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be met. Basically, these condltions reduce to the followlng two
requirements: isolation from the influence of the Earth and surround-
ing objects; simulating the ambient medium conditions characteristie
for the spacecraft during 1ts operation. The valldity of the results
obtained during development of spacecraft AFS, and the quality and
reliability of operation of the onboard radio equipment and of the
spacecraft as a whole, will be determined by the degree to which
these requirementcs are met.

Research and development assoclated with spacecraft antennas
are usually carried out on special antenna test ranges, equipped with
stands which permit measuring the spatial directivity characteristics,
and chambers of various sorts in which the AFS are tested wlth par-
tial or complete simulation of the actual ambient conditions. As a
rule, elther full-scale prototypes, the real spacecraft, or thelr
models are tested. Antenna development 1is carried out on models con=-
structed to some definite scale when full-scale operations are im-
possible because of the large size of the spacecraft, or because of
the impossibility ol avelding the influence of the Earth and sur-
rounding objects — for example, in the shortwave band and longwave
part of the UHF band.

The cepabllities of the modeling technique are limited to the
cases when the structures of the antennas and of the spacecraft it-
self are relatively simple, and the external contours can be de=
scribed by simple surfaces, In this case, modeling 1is accomplished
comparatively easily and the electrodynamic properties of the model
are very close to those provided by the surface of the actual space=-
craft. However, in the case of complex spacecraft shapes, the crea-
tion of an electrodynamic model which simulates completely the sur=-
face impedance distribution of the actual vehicle is practically
impossible. Therefore, the study of spacecraft AFS on a full=scale
prototype 1s most acceptable. In this case, particular attention
must be devoted to simulation of those components which are not
structurally rigid, and may change their position or shape in the
course of the fiight. For example, this applies to evacuated
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barrier thermal insulation (EBTI), which is a multilayer composition
of fiberglass cloth and metallized film used to protect certain por-
tions of the spacecraft surface, and alsc to the extendible booms,
hatches, and so on. As & result of gaseous component release, the
EBTI may expand in vacuum and its shape may change. Such changes
can lead to redistribution of the aurface currents excited by the
antennas located on the spacecraft, which in turn causes distortion
of the antenna pattern and disruption of communication between the
spaceeraft and the Earth. This effect is particularly undesirable
1f there are on board Doppler radio equipments, which are very sensi-
tive to parasitic fluctuation of the signal received by the recelver
due to the presence of surface segments with varylng impedance char-
acteristics, which may lead to the appearance of a false signal and
interruption in system operatlon.

Thus, the first and foremost requirement for AFS development
1s complete simulation of the external electrodynamic propertles of
the prototype, and assurance of the required stiffness of all the
prototype components which participate in the formation of the baslc
parameters and characteristics of the spacecraft antenna system. In
the following, »2 present some examples of how spacecraft AFS devel-
opment is carriled out. Because of the limited space avallable, the
discussicn is restricted to only certain AFS characteristics: spa-
tial directivity pattern and electrical strength of the antennae
under nearly realistic conditlons. The study is made for broad-
beam antennas, for which the spacecraft hull is an active element
which influences these characteristics.

STUDY OF SPATIAL DIRECTIVITY CHARACTERISTICS

A large number of test facilities intended for the measurement
of aspacecraft antenna directivity characteristics have been described
in the literature. In spite of their variety, they can be broken
down into quite clear classifications. Pirst, they can be sub=
divided on the basis of the degree of automation of the test object
displacement proocess and recording and protessing of the results
into fully automated facilitiles, partially automated facilitles,

-
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and manually controlled facllitles. Second, they can be classified
on the basis of structural characteristics: with statlonary measuring
radiator, and with mobille radlator which displaces relative to the
test vehicle center of maas. Other classification criteria can also
pe used, for example, based on the nature of the radiation source
used: ground, alrborne, or galactic sources.

In any case, regardless of the construction and nature of the
test stand facilities used, they must be subject to the basic require-~
ments on whizh the measurement accuracy and validity of the results
obtained depend. These requirements amount to the fact that the dis-
tance between the test and auxiliary antennas must satisfy the dis-
tant-zone conditions: the signals reflected from the ground and !
foreign objects must not affect the measurement results, and the :
mutual coupling between the test and auxiliary antennas must be negll-
gibly small. As 1is known from the literature, the first condition 5
is satisfied when the distance Rmin between the spacecraft belng

tested and the auxiliary antenna:

Dk
Rain = 5 (1)

where A is the wavelength, D is the maximal antenna dimension; k is
the coefficient defining the measurement error. If the tolarable A
error AE in determining the fleld intensity 1s no more than 1%,
this expression takes the specific form:

ﬂnin"?%- (2)

The measurement accuracy will increase with increase of the dlstance
between the test and auxiliary antennas. This 1s shown in Figure 1.

Tn order to reduce the distortions caused by interference be=
tween the direct rays and those (secondary) rays reflected from the
ground and local object, the area between the antennas must be open,
the antennas should be located on towers, special reflecting panels /60
or mats made from radiation absorbing material should be installed
between the antennas. The antenna height above ground and the




minimal acceptable distances from the nearest interfering objects
which create secondary waves are determined from the formula:

=TD,. 4 (3)

where Drad 18 the linear dimension of the auxiliary antenna.

The antenna test stands are calibrated 229
to exclude their influence on the test an- o0y
tenna characteristics. "

If the auxiliary antenna dimensions
are less than those of the test antenna,

W}

i.e., the auxiliary antenna has a broad Wozsqe W hdx
directivity pattern, then the Condltion Figure 1. Measure-
. ment error versus
(3) becomes: distance between
D2
I ) : antennas
rad

where D is the linear dimension of the test antenna. We see from

what we have saild that it 1s best to work with highly directional
auxiliary antennas.

Figure 2 shows schematlcs of test stands used to study the
directivity characteristics of spacecraft antennas. In the varlant
of Figure 2a, the test vehicle 1s mounted on a horizontal pivoting
platform, which provldes azimuthal rotation relative to the vehlcle
center of mass with any orientation of the vehicle axes in space.
The variant of Figure 2b differs in that the vehicle is mounted on
a system of flexible cables, rather than on & rigid base, By cholce
of the cable support system and using a drive located in the cable
support aystem, it 1s possible to make measurements of the spatial
directivity characteristics. This scheme is particularly convenient
when conducting impedance measurements, and also in studies of the
polarization characteristics, since it permits altering the vehicle
neight above ground in wide limits, and thereby provides ouptimal
1solation from the ground. 1In order to achieve optimal isolation,
1t is best that the towers and area between them be covered by
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Figure 2. Antenna directivity characteristic meas-
urement atands:

1 — test vehicle; 2 — auxiliary antenna; 3 —
drive; 4 — radiation absorbing material; 5 -— re-
flecting panels; 6 -— cable support




panels and mats made from rediation absorbing material. The test
stands in the Pigure 2a and 2b variants are used in studying space=-
craft antenna systems intended for operatlon under free-space
conditions.

Special stands are used to conduct studies of the antenna sys-
tems of lander~type spacecraft which are intended for operation from
the surface of planets. An example of such a stand 1s shown 1n
Figure 2c. The landing vehicle 1s mounted on a surface simulating
the assumed planetary soil model 1n the landing region. The auxil-
liary antenna displaces along & eircular arc at a distance A > DVYA
from the lander's antennas. The signal level is recorded on the
tape of a recorder which displaces synchronously with the measuring
antenna movement. Studles of the directivity characteristics of the
landing vehlcles of the unmanned Luna, Mars, and other space stations
were made 1n this way.

STUDY OF SPACECRAFT ANTENNA ELECTRICAL STRENGTH

One of the specific hwaracteristics of spacecraft antenna
operation is that of functioning under conditions of a highly rare-
fied gaseous medium. Observations made during flights at altitudes
on the order of severel tens of kilometers above the Earth have
shown that antenna breakdown may occur even with low input power,
measuring only a few Watts. Arcing occurs in those cases when the
electrical field intensity reaches a definite level above the ceriti-
cal value. The use of dielectric coatings 1s advisable in order to
peduce the field intensity level and reduce the possibility of arc-
ing. The fleld intensity in the dielectr!c decreases in proportion
to the magnitude of the relative dielectric permeability of the
coating material.

If these measures are taken, breakdown of the gaseous medium
surrounding the spacecraft will exert the primary influence on the
electrical strength. Breakdown may show up elther in the form of
a spark discharge between individual parts of the structure, or as
a corona discharge having the form of a plume which develops on some
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part of the antenna. The nature and
intensity of high~-frequency breakdown
are determined by the pressure and
temperature of the gas, the presence
of ionizing radiations, the frequency,
average power, and duration of the
high-frequency signal, the dimensions
and shape of the antennas, and so on. Figure 3. Breakdown power
As a rule, in studying the discharge versus pressure
mechanism and developing practilcal

recommendations on compensating for the discharge, the primary atten-
tion is devoted to experimental rather than theoretical studies,
since the latter constitute a quite formidable task.

Breakdown power

T AT LI &9 415 G Ol
SRR TIANY LA ‘%ﬁ% Hg

The minimal electrical strength of an air medium is obtalned
when the antenna electromagnetic field circular frequency w is equal
to the frequency v of electron collision with neutral molecules,
which is expressed in terms of the gas pressure p in mm Hg as
follows:

v = 53:.40%.

Consequently, we can write for w = vi
ph = 30,

where A 13 the wavelength in cm. Figure 3 shows the characterlstic
curve of breakdown power dependence on pressure for signal frequency
420 MHz. We see quite clearly the pressure region where breakdown
ghows up for minimal values of the power supplied toc the antenna.
¥ith increaze or decrease of the working frequency, this region will
displace along the pressure scale to the right or left, respectively.

Special chambers are used to conduct such scudies. Figure l
shows a schematic of a chamber in which experimental studles were
made of the whip antennas of the Mars 3 unmanned space station
landing vehicle. The hemispherical fiberglass dome is equipped with
viewing portholes. The vacuum pump system provides a vecuum of
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Figure 4. Radiotransparent vacuum chamber for developing
antenna and feeder systems:

1 — vacuum chamber; 2 — test article; 3 — ionizer lamp;
4 — vacuum evacuation system; 5 — control console;
6 — radiation absorbing materlal

10'" mm Hg, which is quite adequate for simulating the pressure both /63
in the descent trajectory and after the landing vehi-le touches down
on the surface of the planet Mars. A special gas supply system

makes 1t possible to create in the chamber cavity a ges composition
simulating various Mars atmosphere models. Simulation of the solar
radiation which creates the initlal ionizatlon was accomplished by
tubes of the PRK (mobile X-ray univ) type located inside the dome.,

By altering the pressure, gas composition, and level of the power
supplied to the antennas, we c&n evaluate gquite completely the pos=-
gibllity of the occcurrence of high=-frequency breakdown on the antenna
under foreign planetary atmosphere conditlons.

Studies made in recent years have shown that gas composition has
very 1little effect on breakdown level. The primary influence is
that of pressure. The formation of jonization which transitions
into corona is a very undesirable phenomenon which increases the
high=frequency losses, changes the antenna input resistance, in-
creases the standing wave ratio (SWR) in the channel, distorts the
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directivity pattern, leads to partial or complete shielding of the
antenna, failure of the onboard transmitter, and so on. The photo=
graphs in Figure 5 show how the corona formation distribution pattern
on a whip antenna changes with change of the pressure of the medium
in the chamber. Beginning at the end of the whip, at a pressure of
0.073 mm Hg, the corona formation extends over the entire length

of the whip, reaching maximal intensity in the 1.0 mm Hg region for
frequencies of ~ 400 - 500 MHz.

Figure 5. Corona formation on whip antenna at
different pressures

I¢ is obvious that the critical pressures in the atmospheres
of the different planets do not show up at the same heights as for
terrestrial conditions. Therefore, the problem of corona formation
during entry into the atmospheres of these planets will arise in
different parts of the entry trajectory. 1In this connection, it 1s
important to select the transmitter frequencies and power of the
capsules and landing vehicles intended for descent to the planet
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surface, since the critical pressure at which breakdown begins 1s
very sensitive to frequency. In the Earth's atmoaphere, the point
corresponding to the minimal breakdown voltage value appears in the
region where the product of the pressure (in mm Hg) and wavelength
(in cm) is between 10 and U0.

One of the problems in spacecraft antenna design 1s that of
gas release from the materials forming the spacecraft shell, antenna
insulating washers, disks, and so on. An experiment has been de-
seribed in the literature in which a slot antenna filled wlith poly~
styrene foam operated satisfactorlly to pressures of 0.046 mm Hg
with 200 W power. During repeat tests, after three-day exposure
in a vacuum chamber, breakdown was observed at 80 W power. Gas re-
lease from the materials in high vacuum complicates thls problem.
The high temperature conditions on the surface of the Mars and Venus
probes and landers make the problem assoclated with outgassing
more critical.

INFLUENCE OF SURFACE HEATING AND PRESSURE

The influence of temperature and pressure at the spacecraft
surface is important not only from the viewpoint of the possibility
of distortion of the antenna characteristles as &2 result of corona
formation. Heating of the spacecraft surface may lead to change of
the properties of the dlelectrics used to coat the antennas, change
of the geometry of the antenna jtself, and so on. In this case,
there may be marked changes of characteristics, such as the antenna
input impedance, which influences directly the channel SWR and radi-
ated power level, and distributilon of the high~frequency currents
over the vehicle surface, which basically determines the spatial
directivity pattern., It 1is obviously best to study the spacecraft
or their individual components which are subject to heating or cool-
ing, together with the antennas and high=frequency channel compone
ents which are located in these areas., Two measurement facility
schemes are used for this purpose. 1In the first case, the heat
source and radio emission (radio reception) source are separated in
space. Flgure 6a shows a schematic of such a facility. The exhaust
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Figure 6. Schemes for heat testing lander antennas
1nstalled beneath thermal insulation layer:

1 — Jet engine; 2 — lander thermal protection coat-
ing; 3 — test antenna; 4 — auxiliary antenna; 5 —
mounting booms

of a Jet engine is used as the heat source. The radio emission
source is located at some distance from the teust antenna. During
the heating process, a record is made of the signal received by the
test antenna, and the change of this signal, and also the SWR varia=-
tion, is used to evaluate the degree of effect of heating on the
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antenna. Anotier facility scheme (Figure 6b) 1is also possible, in
which the Sur. is used as the heat source and radio emission source.
This i8 accumplished q4ith the aid of a parabolic mirror c.necentritor
at the focus of which the test vehicle with antenna is located.
Heating s accomplished by the radia.t energy of the solar spectrum
and the Sun's electromagnetic flux in the RF band is used as the
source of information on the nature of the change of the radiotechni-
cal rroperties of the antenna. The advantage of this facllity con-
figuration 1s that the Sun's RP emission spectrum is practically con=-
tinuous, and check of the antenna parameters can be made simultane-
ously over a very wide frequency range.

In conclusion, we shall discuss briefly the facility used to
evaluate the operation of certain antenna units under high pressure
conditions which occur, specifically, on the surface of the planet
Venus. Such a facility is shown in Pigure 7. It was used %o test
the Venus landers and, specifically, to develop the mechanlsm for
firing the ejectable antenna of the landing module of the Venus 8
unmanned space station, which is shown in this same figure. The
ejectable antenna was ejected at a gas pressure on the order of 100
atm, and heating of the ejectlon mechaniem to 400 - 500° C. The ef-
fectiveness and reliability of the ejectlon mechanism was evaluated
on the basis of the cage ejection height. The spacecraft antenna
and feeder system can be equipped with various mechanisms, with the
aid of which rotation, opening, and other displacements of the an=
tenna feed system are accomplished. In thege cases, AFS rellabllity
must be verified on the Earth in order to increase the reliability of
AFS mechanism operation under actual conditions. To this end, the
spacecraft AFS mechanisms are tested in vacuum chambere anl in ther=-
mostats, with heating or cocling of the mechanisms and the APFS,

Examination of the techniques for develioping spacecraft APFS
makes 1t posaible to draw the following conclusions: test stand
facilities intended for development of the spatial directivity
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characteristices of spacecraft antennas should provide maximal 1so-
lation from the Earth, and iIntroducc minimal distortions into the
measurements; the vacuum, thermal, and other special test stands
must simulate, as far as possible, the actuel conditions of space-
craft AFS operation: temperature, pressure, gas composition, Sun's
pradiation spectrum, and so on. The successful flights of the Luna,
Mars, Venus spacecraft confirmed the effectiveness of the methods
used for ground development of spacecraft AFS.
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LOW-SILHOUETTE SPACECRAFT ANTENNA SYSTEMS

B. A. Prigoda

ABSTRACT. We examine ways to reduce the
silnouette and overall dimensions of apacecraft
antennas.

The modern spacecraft is connected with the external medium by /87
a system of sensors, optico-mechanical sensitive elements, antennas,
and other special devices, each of which has a definite zone of
action (spatial angle operating sector). 1In solving the general
problem of studying outer 8space and the properties of the atmos-
pheres and surfaces of the celestial bodies, we often must make com-
promises to provide the maximal capablilities for operation of a cer=-
tain group of onboard devices and artificially narrow the zone of
action of the remaining instruments and devices, which are of less /68
importance in the particular experiment. This approach 1s definitely
undesirable, since it leads to a situation in which there 1s reduc=-
tion of the potential capabilities of the geientific, telemetry,
radio command and other systems, located both aboard the spacecraft
and along the communication line between the spacecraft and the
Earth. This frequently takes place because the zones of action of
the various sensors, antennas, and other gsensitive elements overlap
spatially. When configuring these elements aboard the spacecraft
within the 1imits of the specified overall weight and definite
1imitations on the dimensions, it is not alweys poasible tc separate
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these instruments in space as they should be and mutual shadowing
takes place, whlch leads to a situation in which — 1f there are
aboard, for example, optlcal orientation sensors — certain parts of
the active scan zone are cut off, and if the celestial body falls in
these regions, interruptlions will take place in astro-orientation
system operation. This leads to lengthening of the orientation
seances and, consequently, additional expenditure of the service

1ife of the onboard equipment and power supplies, which 1n turn leads
to increase of the overall weight, and so on.

In the present article, we examine some questions assoclated
with reducing spacecraft antenna system dimensions, or, as ite usually
say in aviation, reduction of the antenna silhouette or design of
low=8ilhouette antennas.

Up to ten or more antennas, each of which performs a definite
task in regard to information reception or transmission, are in-
stalled aboard the modern spacecraft. The following approaches can
be used in resolving the problem of reducing the antenng system over-
all silhouette and dimenslons:

1) creation of frequency-independent antennas 1], 1.e., com=
bining the functions of several antennas operating in different

bands and having analogous electrical characteristices into a single
antenna unit;

2) ecreation of controllable antennas f2, 3], 1.e., combining
the function of several antennas with different electrical charac-
teristics into a single antenna unit;

3) optimal configuration of the onboard antenna and feeder
unit with scanning and connection of the antenna with optimal char=

acteristics to a common feeder channel at each specific instant of
time [4];

109

e B Fm b Ao it - n

PP —

— ot




4) use of time diversity between the information reception and
transmission seances in the case of overlap of the sensor spatilal
operating zones and antenna directivity patterns in the presence of
their partial mutual shadowing;

5) use of magnetodlelectric coatings which make it possible
to obtain the required antenna characteristics with reduction of
their oversll dimensions [5].

The first technlque has been qulte thoroughiy studied at the
present time, and is widely used in practice. Thus, 1n gpacecraft
engineering various log-periodile structures {planar, cylindrical,
hemispherical, and conlcal) are gquite frequently and successfully
used, which make it possible to obtaln the same electrical character-
1stics in a wide frequency tand with overlap on the order of 10 or
more, l.e., fu/f‘z > 10, where f1 is the lower edge of the frequency

band, fu is the upper 1limit of the frequency band.

At the present time, the second technique 1is gradually beginning
to be introduced into the engineering of spacecralt antenna units.
This approach involves changing the configuratic~ of the antenna or
certain of its mechanical or electrical characteristics, so as to
vary the required antenna parameters, depending on the specific task /69
imposed on the antenna at the given instant of time. The antenna
system of the Venera unmanned space station can serve a3 an example,
At certain times during the transfer trajectory, the station oper-
ates in the single-axis orientation regime, and rotates about the
direction of the sun, close to or coineiding with the axis of prin-
cipal moment of inertia. 1In order to provide communication with a
ground station, it is obviously necessary, in this case, to have
either an antenna unit which tracks the direction to the Earth or an
antenna with radiation pattern of funnel-shaped form with maximum
oriented toward the Earth. Since in the transfer trajectory, the
Sun=-vehicle=-Earth (SVE) angle varies following a definite law, it is
obvious thet the Earth will gradually leave the zone of action of
the antenna pattern maximum. In this case, in order to ensure
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optimal communication along the
entire transfer trajectory, it

1s necessary to have several 'f)ﬁgsun

antennas with funnel-shaped /,-” ’

conical radlation pattern, but ~

with spatially separated pat- Vehicle.gy" .

tern maxima covering the zone SVE

of possible SVE angles for - * — ___Eapth

the given vehicle. * o

ST Ny

The figure shows the curve papse

of SVE angle variation and the { 277 I\ Ny

set of radlation patterns cover- \'( /'/ \kp”

QgvE . e

ing the SVE angle variation

zone (“SVE min + GavE max)' As

the antennas which provlde pat-
terns of funnel=shaped form
with elliptical polarization

of the antenna radiation fleld, m -
1t 1s customary to use for
spacecraft log-periodic two-
and four-turn conical and hemi-
spherical antennas for which
the width and orientation of the radiation pattern maximum is deter=
mined basically by a single parameter — the spiral wrap angle. The
radiations patterns shown in Figure 1 are provided by three four-
supn conical log-spiral antennas with spiral wrap angles equal to
430, 52°, and 65°, respectively. For the given antenna class, the
problem of providing with a single antenna all three of the radia=-
tion patterns mentioned above reduces in practice to gradual varia=-
tion of the wrap angle from 45° to 65°. A similar effect can be
achieved by locating passive elements of the metallic disk or ring
type at the apex 2f the spiral [3].

Curve of SVE angle variation and
set of radiation patterns cover-
ing the SVE angle zone
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The third and fourth techniques have much 1n common with one
another, since they are based on alternate use of individual antenna
elements with utilization of retractable booms, deploying mechanisms
and other mechanisms which make it possible to reduce the dimensions
of the system as & whole. In addition to the necessity for intro-
ducing certain mechanisms into the system, another drawback of these
techniques 1s the presence of electronic analyzing devices, which
are bound to have some influence on the reliability of the entire
system. Studles are belng carrlied out at the present time to opti-
mize the onbaord system and maximize 1is reliablliity.

Reducing the size of the antenna radlators proper, even with
account for the possibility of using the aforementioned techniques,
is still advisable. Since simple reduction of the dimensions of
any antenna leads directly to distortion of such parameters as the
input impedance Z, ., directive gain (DG@), radiation pattern shape,

polarization properties of the antenna, and others, it is necessary
to find technigues for reducing the geometric dimensions of the an=-
tenna such that its electrical characteristics will remailn unchanged.
One such technique is to locate the antenna in a magnetic-dielectric
medium with parameters which differ from those of free space. For
example, the above-mentioned multi~-turn log-spiral concical antennas
are remarkable in that their upper and lower working frequency band
1imits are determined by the truncated cone apex and base diameters.
Since the wave propagation phase veloelty, which defines 1its length
in the given medium, depends on the properties € and u of the medium,
we can asaume that, other conditions being the same, the wavelength

in the more dense medium (e > €gs W > uo) will differ from the wave= C

length in free space and, consequently, the effective dimensions of
the radiator located in this medium will also differ. Studies which
nave been made show that the dimensions (a) of the active region of
antennas coated with a layer of material with parametevs differing
from those of free space (e = €5, U # Hg)s and of the uncoated an=-

tenna (located in free space) are connected by the expression!
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where ¢ is the dielectric permeability of the coating material; u 1s
the magnetic permeability of the coating material; €g» g are the

corresponding parameters of free space; 20, 1is the spiral apex angle;
0

¢ 1s the spiral wrap angle. Expression (1), obtained for conical
spirals, can also be used successfully for bifilar spirals if we set

8 = 0. For example, for a bifilar spiral with wrap angle ¥ = 6.5°,
coated with a ferrite layer having € = 3,77 and u = 2.2, the theoretl-
cal value of the slze reduction coefficient is n = 0.58, in accord-
ance with the formula shown above. This value of n is 1in good agree-
ment with the values obtalined in the laboratory in studying specimens
of such antennas. Formula (1) shows that greater effectlveness can
be schieved by using materials with large value of e than materials
with large u for the coating.

The effective reduction of the antenna dimensions is determined
not only by the properties of the coating material, but also by the
coating thickness, its homogeneity, and certain properties of the
specific antenna. The effectiveness of coatling application will be
different for different antenna types. The use of coatings with
large value of € or u involves some undesirable effects, such as, for
example, distortlion of the input impedance, reduction of the channel
traveling wave ratio (TWR), reduction of antenna efficlency, and s0
on, which must be considered during antenna development and compen=
sated for in some definite fashion.
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HIGH~-SENSITIVITY 3.5-cm MODULATION-TYPE RADIOMETER

A. Ye. Andriyevskiy, A. G. Gorshkov, V. V. Danilov,
V. K. Konnikova, A. S. Lobarev, V. Q. Mirovskiy,
V. V. Nikitin, V. I. Portman, Ye. A. Spangenberg,

I. A. Strukov, N. Z. Shvarts and V. S. Yetkin

ABSTRACT. A brief description of the eircult,
characteristics of the functional elements, and
parameters of a highly sensitlve modulation-type
direct-amplification radiometer operating in the
8000 - 9000 MHz band are presented. The radlo-
meter wes used together with the RT-22 antenna
(Crimean Astrophysical Observatory of the Academy
of Sciences of the USSR, located at Simenz). The
sensitivity of the radicmetric recelver was
AT & 0.02° K.

A high-sensitivity modulation-type radiometer, operating at the
3.5 em (8.55 GHz) wavelength, was developed in 1967 = 1969 at the
Institute of Space Studies of the Academy of Sciences of the USSR,
the Moscow Pedagogical Institute 1m. v. I. Lenin, and the State
Astronomical Inetitute im. G. K. Shternberg of Moscow State Univer-
sity, and has been used for radioastronomical observations on the
antenna of the RT=22 Crimean Astrophysical Observatory (located at
Simenz, Crimea). Fxtensive observational astronomical material has
been accumulated, and the required information on the technical and
operational parameters of the receiver hae been obtained during the
time of radiometer operation on the antenna. The results of the
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first stage oi the observationa were published in the Astronomical
Circular of the Academy of Sclences of the USSR [1], are now being
sublished in the Astronomical Journal of the Academy of Sciences of
the USSR and in News of the CAO of the USSR, and will be published
in the future as the data obtained are reduced. The objective of
the present article 1s a brief technical survey of the components
of the radiometric receiver.

The modulation radiometer is constructed using the direct am-
plification receiver scheme with Q 1000 MHz microwave circult pass-
band, and has sensitivity AT " 0.02° K, with storage time constant
Tt = 1 see. Lobe modulation with lobe switching frequency F = 1000
Hz is used in the radiometer. A simplified block dlagram of the
radiometer's microwave circuit is shown in Figure 1.

Radiometer input circuits. The radiometer feeds provide opera=~
tion in the lobe modulation regime and permit measuring the degree
of cireular polarization of the received radiation. Structurally,
they are built in the form of two Joined conical horns with circular
waveguldes (polarizers) and smooth transitions from the circular to
rectangular section (Figure 2). The feed horns are located in the
horizontal plane passing through the optical axis of the antenna
system, and are displaced from the axis by + 9'. The phase center
of the feed horns 1s aligned with the focal plane of the antenna
paraboloid. We note that for antennas with small aperture, the in-
fluence of attenuation fluctuations in the atmosphere on the radia-
tion filux measurement accuracy decreases only slightly when using
1obe modulation. For the RT-=22 antenna, the sensitivity gain amounts
to only a factor of four. But when using two horns, we obtain a
characteristic output signal form which facllitates separating the
source signal from noise when analyzing the output signal recordings.

The conical feed horns provide 15 dB irradiation intensity drop
at the edge of the mirror. In this case, the antenna utilization
factor 18 U5%; the first radiaticon pattern (RP) sidelobe has an ine
tensity of 1lcs4s than 18 dB, The detailed nature of the side lobes
was not investigated.
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Figure 1. Block dlagram of radiometer microwave circuit:

B — balancer; M — modulator; C — circulator; ML-— matched
load; F — filter; PA — paraaetric amplifier; TA — tunnel
amplifier; WS — wavegulde short; D -— detector; PAB — power

amplifier block; RFG —— reference frequency generator; ¢ —
phase shifter; AT -— attenuator; @ — gate; PG — pumping
generator; TB — thermobattery; T8 — temperature sensor

The device fc: measurlng
the degree of incoming radla-
tion circular polarization
conslsts of polystyrene
quarter-wave dielectric plates
(¢ = 2,5), mounted in a circu=-
lar wavegulde, with one horn
providing reception of radia- Figure 2. Schematic of antenna
tion with right=hand circular feed with polarizer:
polarization, and the other 1 ;;;§°§13:1,:§§2g gr;;eggigzi-
horn providing reception of
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pradiation with left-hand ciprcular polarization. The difference in
the record of the signal received by the first and second horns
ylelda the degree of circular polarization and its sign. A drawback
of the described polariger 1s the difficulty in matching the polari-
zer with the receiver and feed circuit; as a result, it was not
possible to obtain a feed SWR better than 1.7 in the band ~ 1000 MHz.
However, the quite high value of the feed SWR did not lead to marked
deterioration of the fluctuation sensitivity of the radiometer,
since the required isolation (~ 40 dB) was provided at the input of
the first paremetric amplifier. This feed system, together with the
RT-22 antenna, made 1t possible to realize a radiation pattern of
(6.3' + 0.1) x ‘6.6' + 0.1), with 18' angle between the main lobes.

Modulator. The modulator is a ferrite waveguide switch devel-
oped for this purpose in which change of the direction of 2irculation
of the Hjg linearly polarized electromagnetlic wave is accomplished
in a Y-circulator. A eylindrical insert made from type ZSCh-15
ferrite 13 used in the circulator. 1In order to reduce the eddy
current losses in the circulator body and electromagnet magnetio
structure (which 1s the basic problem in the design of a switch of
this type if the switching frequency exceeds 150 - 200 Hz), the
wuvegulde tee was fabricated by the galvanoplastic method, and has
waveguide wall thickness no more than 0.05 mm; the magnetic structure
is fabricated from type 2000NMl low-frequency ferrite, the solenclds
are made 1in the form of two all-machined flat springs having 20 turns
each. The entire modulator structure 1s pressed from plastic, and
does not exceed in size the dimensions of a 3-cm band circulatoer. A
schematic of the switch construction is shown in Figure 3, and its
electrical characteristics in the working frequency band are shown
in Figure 4. A current amplifier is used to control the ferrite
gswitch; the circuit provides relay commutation to block the switech
in either of the extreme positions (control of microwave circult
amplitude-frequency characteristic, and so on).

calibrator. The modulation radiometer with thres=dimensional

scanning of the antenna radiation pattern has a dual-~thannel micro=
wave syetem ahead of the antenna switch (modulator). Yor
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technologlcal reasons,
the components of the
dual cnannel system can=-
not be made absolutely
identical, and usually
have attenuetion scatter
in the range of 0.1 =~

0.2 dB, Due to this,

the radiometer sensiti-
vity decreases slightly
(by 3 - 6%); however,

an additional unbalance
signal appears which 1s
commensurate in magnitude
with the antenna tempera-
ture increase during use-
ful signal reception (up
to 10 - 15°) from power-
ful cosmic RF sources.

A special component is
introduced into the
microwave clrcuit to com=
pensate for the loss un-~
balance in the two radio=-
meter input channels.
This component consists
of two parallel rectangu-
lar wavegulde segments
into which an absorbing
plate is inserted with
the aid of an electric
motor; this plate equal=
izes the losses in the
microwave circuits. The
maximum attenuation which

Direct

L ¥ 5
/
Figure 3. Modulator:
1 — magnetic structure; 2 —— wavegulde;
tee; 3 — microwave ferrite; 4 —
matcher
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can be introduced into either of the input circult arms 1s " 0.2 4B.
On the common axis of rotation of the electric motor and the absorb-
ing plate, there is mounted a type PTP-2 precision potentiometer
from which an emf proportional to the attenuation introduced into
one of the arms is taken. This emf 18 recorded by a pointer-type
instrument on the radiometer control console, and makes 1t possible
to calibrate the entire radiometer using an artificially introduced
noise signal. An estimate of the accuracy of this calibration
technigue was made using the observational data, and the accuracy

1s about 3%.

The high-frequency amplifier block consists of two parametric
and two tunnel amplifiers with wide passband 1000 MHz and overall
gain @ = 50 dB. An estimate of the required UHF gain was made fol-
lowing the calculation made by Korol'kov [2]. The sensitivity of
the modulation type radlometer is defined by the expression:

AR T oF
AT == l/ ‘T%ITJ‘ g (1)

where Tn 1s the receiver input equivalent nolse temperature, Af is

the UHF circult passband; AF is the LF circuit passband (AF = 1/4 T,
where T is the storage time constant); 'I‘0 18 the video detector

temperature; @ is the UHF circuit gain; k is the Boltzmann constant}
M 1s the video detector quality factor. The first term of the radl=-
cand defines the fluctuations caused by the detected HF noise of all
the receiver elements preceding the crystal detector; the second
term defines the contribution to the filuctuations introduced by this
detector and the subsequent LP stages. In a well constructed radlo-
metric receiver, the condition must be met that the output noilse
introduced by the detector and LF section should be no more than

10% of the nolse introduced from the microwave circuit:

AF TuAF
27% 3 = 104 iy (2)
or
10 T
anl/ Tk (3)
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In %4his case, the sensitivity of the compensation type radlometrilc

receiver is determined basically by the first term of the radicand /16
in (1):
AT = b —h. (4)
VivVipr

According to [2, 9, 10], the sensitivity of the modulation type
padiometric receiver with degenerate parametric amplifiers at the
input, rectangular modulation, and sinuscidal demodulation is

AT~ 2 D

= S Var. (5)
Repeated measurements of the sensitivity of the developed recelver
under laboratory conditions and on the antenna (using calibration
sources) showed good agreement of the experimental results with cal-
culation using (5). The self-noise of the receiver without antenna
did not exceed T = 150° K, and with individual parametric diodes

decreased to Tn = 130° K. In connection with this low nolse UHF level,

we developed a speclal detector section with quality factor M =

150 - 200 W'1/2. According to (3), with these basic radiometer ele-

ment parameters, the optimal UHF gain should be 0 = 10 (50 4B).
Purther increase of the radiometer UHF gain is not advisable for the
following reasons: 1) with lncrease of the UHF gain, the stabllity
of regenerative UHF stage operation decreases; 2) the probability
arises of saturation of the last tunnel amplifier stage; for 'I‘n ant ™

30° K and gain G = 38 dB in the first three UHF stages, power P =
k ('I'a + Tn) GAf = 2 10'8 W is applied to the input of the last

tunnel amplifier.

The radiometer video detector maintains squareness of its char-

acteristics reliably up to input signals not exceeding 1{)'6 W.
High UHF gain will reduce the dynamic range of the radiometer.
Therefore, when using the radiometer for observations of quite
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sources (with antenna temperature 'I'a n 500° K, provision must be made

in such UHF schemes for disconnection of the laat UHF stage (second
tunnel amplifier).

Parametric amplifier block. Degenerate parametric amplifiers
with gain G = 14 4B in the band Af = 1 GHz are used as the first two
UHF stages. The parametric amplifier passband lies in the range
8050 - 9050 MHz. The gain nonuniformity in the operating frequency
range of each stage amounts to 0.2 - 0.3 dB. In the amplifilers, we
used specially developed parametric diodes having short time con-
stant, which makes it possible to realize quite low amplifier self-
noise temperature. Thus, on some diode specimens, the parametric
amplifier self-noise, measured at the input of the circulator and
filter 1 (see Figure 1), amounts to T ~ 90 - 100° K. The circu-

lators used had the required pussband with isclation of 20 - 25 dB

in each arm, and direct losses of 0.3 dB in the arm. We were able
to select circulator spccimens with low direct losses n 0.18 - 0.2 dB
in the arm for the radiometer input and for PAl, which made it pos-

sible to reduce somewhat the receiver self-noise (by 7 - 15° K).
The circulator cl, providing the required isolation between the modu-

lator and PAl, was connected at the input (after the modulator M).

This makes it possible to reduce the parasitic signal caused by in-
terference of the amplifier self-noises wilth change of the modulator
output impedance.

In order to prevent penetration of the pumping power from the
PA to the modulator, which in turn may lead to the appearance of a
parasitic signal, a LF filter (Fl) is provided at the input of PA1

to reduce the pumping power by 40 - 50 dB. The losses at the signal
frequency in the filter are quite small, and do not exceed 0.2 dB.
The filter 1s made with a two=sided tyaffle" structure, and low
1o8ses ape realized by maintaining high surface precision and surface
finish. Prior to silvering, the filter surfaces were subjected to
electrogaivanic polishing, which made it possible to improve
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considerably the surface finish after machining. The fllters F2 and

F3 were fabricated similarly. The fllter F2 isolates the P/ stages

from the pumping power of the neighboring PA. The filter F3 pro-

tects the tunnel amplifier block agalnst the possibllity of over-
lcading by the pumping power which does leak through. The overall
losses in the signal circuit from the input of circulator C1 to the

input of PA; (1.e., the arm C,+ F, ¢ the arm 02) amount to about
0.U45 4B,

Pumping circuit. The pumpiag generator 1is a klystron located
in an oil bath to increase the heat rejection of the instrument.
The pumping power from the kiystron flows through the gate G1 to the

power divider, based on a dual T-bridge. The bridgc was apecially
tuned to the pumping frequency with low active and reactive losses,
and for optimal isolation of the arms in thls case. As a result,
VSWR paremeters in the pumping generator arm equal to 1.(5 were ob-
tained; the isolation between the pumping arms of each PA 18 14 dB;
the pumping power flows along the two paths through the gate Gz,

waveguide short WS,, and attenuator AT, (similarly, through GB’ WS2,
AT2) to the parametric amplifiers PAl and PAQ. The gates 02 and G3

isolate the PA stages at the pumping frequency, which simplifies
tuning considerably and improves the operating stability of the
stages. Gates with the following parameters were used in the pump-
ing circuit: VSWR = 1.12, 1golation 30 - 36 dB. The phase shifter
¢ is installed in the PAj cireuit for selection of the optimal pump=
ing phase. The VSWR of the parametric amplifiers in the pumping
wavegulde at the pumping frequency was 5 = 7. The electromechanical
wavegulde shorts WSj; and WSy are used in the PA pumping circuits for
convenience in stage=-by-stage tuning of the PA, and for rapid check
of operation of the radlometer stages.

Characteristics of degenerate PA cascading. In the described
radiometer, both PA stages are supplied from a common pumping gener-
ator. As a result of this, the tuning and operation of the
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parametric amplifier block have nertain peculliarities: 1) the
pumping phase of one of the cascades PAl must be optimized by means

of the phase shifter ¢ in order that the overall gain of the two
cascades be maximal throughout the entire amplification band for a
given amplification level in each PA cascade; 2) the signal, after
passing through the first PAl 1s modulated by the pumping frequency.

The noise signal beglins to carry ninformation™ on the pumplng phase
and is processed by the second stage PA2 as a synchronous signal.

As a result, with optimal difference of the pumping phases on the

two PA, the overall gain of the two stages is 3 dB higher than in the
case when each of the amplifiers operates with 1ts own pumping gen-
erator. This makes it possible to reduce the gain of the independ-
ently tuned PA to 11 4B and thereby improve somewhat the stability
of operation of the radlometer as a whole. 1In this case, the overall
gain of the two PA remains 28 dB.

Theoretical examination of the operation of degenerate para=-
metric amplifiers in radlometers [2, 9, 10] shows that the interac-
tion of the two bands, primary and unloaded, leads to reduction of
the effective received frequency pandwidth by a factor of two. The
expression (4) for the sensitivity of the compensation radiometer
with degenerate input amplifier has the form

N

for sufficiently high regeneration. Here 2 Af 18 the actual PA pass-
band, observed with the aid of a sweep generator, i.e., in the ex-
pression for determining the radiometer sensitivity, there appears
the factor 2, indicating deterioration of the gensitivity. This
effect was confirmed experimentally by two methods. The first

method involved connecting at the output of the parametric amplifier
block a band filter with passband equal to one PA sideband — Af
{(either primary or unloaded). Then the PA block passband was reduced
by a factor of two in comparison with the sensitivity. The losses
introduced by the fllter were compensated in the signal circuit by a
calibrating attenuator connected ahead of the detector. The
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measurementg were made at a single detector working point (to avold
change of the transmission coefficient of the latter) and showed
equality of the receiver sensitivity values with and without the
filter.

The second method involved recelving the signal at the degener-
ate amplifier block output by a narrowband superheterodyne tunable
receiver whose passband was on the order of 10 MHz, and was swept
over the entire parametric ampiifier band. One sideband of the
superheterodyne receiver was suppressed by a special preselector.
The measurement results were analogous to those of the first method.
In both methods, the noise signal from the detector output was re-
corded on magnetic tape and then processed by an electronic computer.
The expected qualitatlve difference was obtained in the probablility
density distribution functions of the noise signals processed by the
degenerate and conventional parametric amplifiers fio0, 12].

Tunnel amplifier biock. The TA used in this rediometer has
the following parameters: gain per cascade about 11 dB; passband
2 Af ~ 1 GHz; nolse temperature Tn s 700 - 800° K. 1In the case of

cascade connection of the two TA, the resulting Tn n~ 800° K, which

introduces at the radiometer input (with 28 4B gain of the two-
cascade PA) less than 1° K excess nolse. Circulators with wavegulde
eross section 5 x 23 mn were used as the TA block circulators. Elec-
tromechanical waveguide shorts (WS3 and WSQ) are used for recelver

tuning convenience, and when necessary for increasing the radiometer
dynamic range, which is achieved by activation of the last stage TA2.

Detector. We noted above that when designing highly sensitive
radiometer receiver c¢ircults, it 1s necessary to observe definite
quantitative relationships between the detected microwave noise fluc-
tuations and the low=frequency video detector noise fluctuations.

It follows from (3) that for this purpose, a quite high microwave
eircuit gain (50 dB) is required in the direct-amplificaticn radio-
meters. This leads to several undesirable effects.
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Thus, because of the high gain in the UHF circult in a single
frequency band, additional sereening and 1solatlon are necessary in
the microwave circult, 1t becomes more difficult to broaden the UHF
stage passband, the direct amplification receiver dynamic range de=-
creases, and the stability of the radiometer as a whole decreases,
which leads to deterioration of the recelver technical sensitivity.
Increase of the video detector quallty factor is a realistic way to
decrease the gain in high-sensitivity radiometers. Therefore, in

of inereasing the video detector sensitivity or, what 1s the same
thing, increasing its qualilty factor. Among the dlodes manufactured
by Soviet industry, the highest quality factor value in the required
band is provided by the D609 diode, which was used in constructing
the radiometer detector section. The parameters of the detector
secetion are shown in the table.

TABLE®
eomiz | e, 22 | ow, w2 Fne ¥ VSWR
for Af = 1 Hz
7500 0,78 88 1,42 -
ALY 1,18 tal 0,065 -
8000 1,62 183 0,035 2,8
8250 2,08 23 0,84 3,28
8500 1,98 224 0,61 2,04
8750 1,% £08,5 0,64 3,69
9000 1,82 178 0,12 43
9200 1,18 133, 0,88 —
8410 0,08 110 S 1,18 -
9500 n,80 07,3 1,3 -

" :
Commas represent decimal points.

We find the quality factor and sensitivity from the formulas:

N ;"_

4" 3R, T

b‘_- Mﬂmo ”:‘--@t (6)
[

where Rv is the video resistance at the operating point; 8 1s the

. anode current sensitivity; Rn 41s the video amplifier equivalent
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nolse resistance; Pmin i1a the detector sensitivity; k is the Boltz=-
mann constant; To — 293° K3 Af i1s the video amplifier passband

(equal to 200 Hz, when measuring the detector parameters).

Special selection of the D609 diodes is required in order to
realize this high video detector sensitivity. Figure 5 shows typical
curves of detector section quality

factor versus frequency in the 8000 - %}w_]'*

9000 MHz band for various D609 diode pmem—
specimens. The high detector sensitivity ,/" "~
required additional precautionary meas- LAY _ ~——
ures to reduce induction effects in the

detector section and low frequency pre-

’00 L d
amplifier circults. Thus, in order to @iy s £ Mz

break the chassis currents, the detector Pigure 5. Detector
section was galvanically isolated from section characteristics
the rediometer wavegulde circult and the

coaxial cable between the detector and the LFPA was constructed with
s high degree of shielding (double shield).

Low frequency preamplifier (LFPA). The LFPA was located in the
immediate vicinity of the detector section, and was econstructed using
two 6S51-N tube stages. The high input resistance and low equivalent
noise resistance of the video amplifier provided maximal sensltivity
of the detector-LFPA system. A fllter which cuts off the power sup-
ply induction at 50 and 100 Hz was included 1n the amplifier eircuit.
The LFPA was placed in a double steel shield, and was damped mech-
anically with paralon (the latter made it possible to reduce by
approximately an order of magnitude the microphonile effect of the
mounting). 'The radiometer low~frequency block was the ShL=2 low
frequency unit deveioped at the Special Design Bureau of the Insti-
tute of Radio Engineering and Electronics of the Academy of Sciences
USSR with output to an EPP=09 recorder. One of the low frequency
output channels was connected to an analog-digital converter, from
the output of whisch information 1n binary code was fed to the mag-
netic recording system.
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Radiometer microwave block. The entire microwave circuit of
the radiometer was constructed in a single sealed thermostat, which
was installed at the front focus of the RT=22 mirror. This same
thermostat included the pumping generator (PG), power amplification
block (PAB), power supply ferrlite modulator, and the LFPA. Control
of the microwave block components was accomplished by remote drives
from the radiometer control console mounted in the RT=-22 control
room. The temperature inside the thermostat was maintained constant
at +20° + 0.2°, regardless of the ambilent temperaturé, with the aid
of a semiconductor thermobattery developed at the Semiconductor
Tnstitute of the Academy of Sciences USSR. A centrifugal fan was
mounted in the thermostat to reduce the temperature gradient. Meas-
urements showed that the overall gain drift of the entire microwave
cirecuit of the radiometer together with the LFPA is AG = 0.5 dB

deg’l. The gain increases with increase of the temperature inside
the thermostat.

In view of the fact that the microwave block was mounted on
the moving portion of the RT-22 mirror, in constructing the radio-
meter it was necessary to increase the stiffness of the microwave
circuit structure. Sealing of the microwave thermostat made 1t pos-
sible to eliminate the influence of marine climate on the radiometer
components. The thermostat deslgn made provision for the possibility
of operation with & slight differential pressure of the nitrogen ugsed
to f111 the chamber (0.01 - 0.05 at).

Operational characteristics of the radiometer. The equipment
operated continuously without shutdown for several month-long operat-
ing cycles. During this time, the equipment operated very stably
while retaining its basic technical parameters. The sensitivity of
the radiometer on the antenna remained practically unchanged, AT ¥
0.02° K with t = 1 sec (confirmed by repeated recordings of cali-
prated sources). The instability of the gain of the entire radio-
meter channel was recorded in the laboratory, and did not exceed
1.3% during 30 minutes [a ("step") calibrated geignal from a gas-
discharge noise generator {Tn = 25,5°) was applied to the radiometer
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input to check the gain stability]l. The stability of the output
indicator null decreased somewhat during operation of the equipment

on the antenna because of the influence
of atmosphere background fluctuatilons,
instability of' the power supply, and
periodie radio nolse at the RT=22 mirror
location. On the average, the Insta-
bility of the radiometer null caused by
atmosphere background variations during
good weather does not exceed 0.1° K
(magnitude of the noise trace for the
sensitivity of the given radiometer).

In the case of moderate cumulus cloud
cover, this instability lles 1in the
range 0.1 = 0.25° K. During light rain,
the instablility reaches 1° K, which, for

the RT-22 mirror corresponds to 1° « 18

flux units, 1.2., 18 - 10'26 W/m2 Hz.,
This large influence of the atmosphere

T ]

Figure 6. Calibra-
tion signal

Figure 7. Source traces!

a — 30 - 218 (September 4, 1968); b — UC = 3925
(September 4, 1968); ¢ — 3C - A543 (May 28, 1969)
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on radiometer operation (even when using lobe modulation) is ex-
plained by the smell magnitude of the RT-22 antenna aperture.

Figure 6 shows the laboratory recording of a 3.2° step with hot
radiometer input 300° K, and for t = 1 sec. The source shown 1in
Figure 7c¢ was recorded under unfavorable atmospherlc conditions.

In conclusion, the authors wish to thank Academician A. B.
Severnom and I. G. Moiseyev for the opportunity to use the RT=22
antenna for the observations, and also the personnel of the Crimean
Astronomical Observatory of the Academy of Seiences USSR, the Inati-
tute of Space Studies of the Academy of Sciences USSR, the Stlate
Astronomical Institute im. Shternberg, and the Moscow State Pegago-
gical Institute im., V. I. Lenin for their active participation in
the work using the telescope. '
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IF AMPLIFIER LIMITING PREQUENCY SELECTION IN
SUPERHETERODYNE MM- AND CM-BAND RADIOMETER

Yu. A. Nemlikher, I. A. Strukov and |
L. H. Yudina i

ABSTRACT. A technique is proposed for cal-
culating the limiting frequencies of an inter-
mediate-frequency amplifier from the experimen=-
tally obtained frequency dependences of the
klystron generator nolse radiation spectral den~
sity and IF amplifier temperature. An experi-
mental relation and technique for measurlng the
amplitude-modulated nolse spectral density of
aome klystron types are presented.

The thermal radar method using equipment installed avoard air- /82
planes and artificial Earth satellites (1, 2] is being used more
and more extensively for studylng the natural resources of the Earth.
Such equipment includes the radiometer with high fluctuation sensi-
tivity AT, whose magnitude can be calculated using the known formula:

Fas to realize high radiometer sensitivity, it 1s necessary to reduce
; the receiving system input noise temperature T and broaden its pass- H
: band up to the first detector. AL

pr
‘ AT-W—; (1) i |
: ! where D is a coefficient which depends on the radiometer construc- i '
??5?4‘ tional characteristics; T is the receiver noise temperature, includ=-
L, - ing the antenna noise; t is the integrator time constant; Af is the ! :
- ’ receiver passband up to the first detector. We find from (1. that ! :
. ! i
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In principle, two schemes for the construction of a radiometer
for the millimeter and centimeter wavelength bands satisfying these
requirements are possible: a) the direct amplification radiometer
scheme} b) the superheterodyne radiometer scheme with shift of the
signal spectrum into the reglon of iower (intermediate) frequencles.
For all its apparent simplicity, the realization of the first radiloc-
meter scheme in the subject band encounters difficulties with operat=-
ing frequency increase. With the appearance of boardband low=noise
transistor amplifiers and resistlve transformers using (GaAs)
Schottky parrier diodes, 1t 1s becoming possible to obtain simple and
highly sensitive input receptilon devices, which makes radlometers
of the second type preferable [3].

The fluctuation sensitivity of the superheterodyne radiometer
will be maximal only with proper choice of the IF amplifier working
frequencies. The lower amplifier frequency boundary is determined by
heterodyne noise and the upper 1imiting frequency 1is determined by
IF amplifier (IFA) nolse. In the general case, the noise temperature
of the superheterodyne recelver, whose bloek diagram is shown in
Figure 1, can be written in the form:

! @

where A 1s the coefflecient charactérizins the overall noise of the
heterodyne klystron in the given regime, whlech 1is numerically equal
to the intermediate frequency value at which the increase of the
receiver optimal noise temperature, owing to heterodyne noise, is
equal to unity; m 1s any positive number m > 0; f 1is the instan-
taneous fregquency, lying in the low=noise IFA passband; L is the

antenna relative noise temperature t, 6 = Ta/TO' where To u 290° K;
Lo are the mixer power conversion losses; to 18 the relative noise

temperature of the mixer itselfl F2 is the IFA noise coefficlent.

In order to find the average value of the receiver noise tem-
perature in the IFA band Af (Pigure 2), 1t 18 necessary to Know the
form of the approximating curve for F2 - 1, under the condition that
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Figure 1. Block diagram of super-
heterodyne recelver input section:

1 — antenna; 2 — resistive fre-

quency converter; 3 — wideband IF

amplifier; 4 — klystron hetero-
dyne

Figure 2. Illustration for
finding average value of equil-
valent relative nolse tem-

the mixer conversion losses Lg perature

are constant in the subject fre-
quency band Af. Experiment shows that the approximating function
can be a power-law functlon:

Ft =)+ (3

where the coefficient B and exponent k characterize the nolse proper-
ties of the transistor IFA, beginning at some frequency. Provided
that f << B, the amplifier nolse coefficlent is constant and equal
to FE =] + t2. This in correct, since the IFA lower 1limiting fre-

quency is bounded by the hetercdyne noise, and 1s gelected to be no
less than 30 - 50 MHz. The coefficlent B and exponent k are deter-
mined not only by the translstors used in the IFA, but also by the
number of amplifier stages, the amplifier eircuit solutions, and 8O
on. For example, for one of the amplifiers uslng GT329 transistors,
B = 570 MHz; t, = 0.5} k = 6. The difference between the true he-
havior of the amplifier noise coefficlient and that calculated using
the empirical formula (3) was no more than 10%.

For the case when m = 1, by substituting (3) into (2), and
integrating in the frequency pband Af, we can find the average re-
ceiver noise temperature values:

A . B (1108 10k
Tav "““[Ts‘l‘— .'“'5-"*‘ T+rDth—h ] + Tre ()
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where Tre wTo -+ Lo(to4 &), Similarly, when {ﬁil , the following formula

nolds for the average noise temperature:

A™ u:—m_ ﬂ-m) B-ku:ﬂ' — ,uk)
Toy = Lo"-[ =R T A he=1 ]" Tre (5)

Let us f£ind the limiting IFA frequencies for whlch the mean
square of the temperature fluctuations has the minimal value. To
this end, we substitute into (1), T, from (4) or (5), respectively, /84

and find the partial derivatives with respect to fl and fz. After

differentiating and some transformations, we have
m= 1:

, f1 \i+k ' h ’
1&:;!1—!T! !‘l'i'k [ { 1.5!1':-7;- ] 0
1— (fa=— i + + lk T‘.— ’._.’l -S =% (6)

‘ -
] e [,
l——mmasm T

msi; m>0: _,ﬂ”“
. fi \1ek -
(o 1= ()] Il O .1 il -S] 0
T+ B h~T i L~ Ta=mih=T =

Lo ) Yl
G R I T A A T NT

Here, the notations are:

1,5 (™ — ™™ ] (7)
Tt —5)=¢

T
Smo€utni (= AmB 40,

Thus, after determining experimentally the heterodyne klystron noise
parameters and measuring the IFA nolse temperature in the passband,
we find the values of m, k, Fo. Then, solving the system of equa-

tions (6) or (7) for the glven recelver noise temperature T.,,, we

determine the limiting IFA frequencies for which the radiometer will
have the maximal fluctuation gensitivity.

If we use in the radiometer & mixer of balanced construction
and it is known that the heterodyne noise is suppressed by a factor

-1/m

of B8, then in (4) and (5) we must substitute A * B in place of

135




the coefficient A. The calculation of the limiting frequencles was
mede on a computer. It was found that at the limiting frequenciles,
the noise temperature increase amounts to 3 dB in comparison with
1ts value at the center of the pessband.

Let us veturn to (2) eand (3). After substituting (3) into !
(2), we have .

T = Lylo| (ﬁ’-)"‘ + (-,’T)“] 4+ Tpes (8)

This formula (8) describes the superheterodyne receiver nolse temperature
and includes the noise of the components making up the receiver.
However, this same noise'temperature can be ascribed to only a single
component — the IFA, and all the other components (klystron, mixer,
antenna) can be considered noiseless. Then, in order to find the
1imiting IFA frequencies for which the radiometer will have the mini-
mal value of the fluctuation sensitivity At, it 1is sufficient to find ]
the frequencies corresponding to the points of intersection of the
curve plotted using (8) and the norizontal straight line correspond-
ing to increase of the noise temperature by 3 4B relatlve to its
minimal value in the amplifier passband. The required values of

A, B, k, m, Tav are obtained from experimental study of the klystron,

mixer, and IFA used in the radiometer. Thus, for one of the K=i5

? klystrons and an IFA constructed using GTZ29 transistors, the fol=-

; lowing values were obtained: A = 230 MHz; B = 570 MHz; m = 2; k = 6.
i Tt is easy to find that the lower amplifier limiting frequency 1s

[

i; fl = 250 MHz, and the upper is f2 = 525 MHz for '1‘re = 0. If Tre "
i

t

1450° K, we find the corresponding values f, = 94 MHz, f, = 776 MHz.

We see from this example that the IFA band is determined by the
relationship between the receiver self-noise Tre and the noilse /85
introduced by the heterodyne and IFA.

¥ For minimization of the superheterodyne radiometer fluctuation
gsensitivity, it 1s very important to carry out studies of the noise
properties of the microwave power generators, which operate as ,
heterodynes, parametric amplifier pumping sources, and s0 on. The

i
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actual noisy klystron can be represented in the form of two genera-
tors: an ideal non-nocisy generator at the basic signal frequency,

and a nolse generator. If, 1n the superheterodyne radiometer, we

use a mixer operating in the wideband regime, i.e., one which along
with the signal fregquency also recelves the mirror frequency, and

as the heterodyne we use the subject klystron at the basic frequency,
then the noise generator can be broken down into two noise generators
with center frequenciestnh -Wyp and wy + Wy p» TeSPe. ively, where

Wy, is the heterodyne frequency and uw,e is the intermediate frequency.

Such a regime is widely used for shifting the spectrum into the videc
frequency band, where its further processing takes place.

In the general case, the noise generated by the klystron
generator can be broken down into amplitude-modulated nolse (AM
noise) plus frequency-modulated noise (FM noise) plus the background
noise [4, 51. It was shown in [6] that the gspectral density of FM
noise and AM noise as a function of the intermediate frequency magnl-
tude (IF) is the same, beginning with frequencies higher than 20 MHz.
Consequently, for IF above 30 MHz, the determination of the magnitude
and nature of the behavior of the AM noise plus background nolse
makes 1t possible to evaluate the overall klystron nolse radiatlon.

Figure 3 shows a block diagram of a measurement setup which
mak=2 it possible to measure the total nolse temperature of the
system and the AM nolse, plus background noise of the heterodyne.
We can show that this is so 1f we consider that the signal spectrum
for AM nolse:

c(l)-c.[nlnm.l+-“£-lln(m.+9)t+ -‘i’-uﬁn(m.-—ﬂ)t}. (9)

and for FM noise and small modulation indices m << 1, which 18 the
case in the klystron, the signal spectrum

e(l)-c.[nlnm.t+-"!'-lin(m.+ﬂ)l-—-’i‘-lln(m.-n)t]. (10)

Thus, the mixer operating in the wideband regime, in which the sub-
jeot klystron 1s at the same time both the heterodyne and the noise
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signal source, transforms at the TIF

only the sideband AM noise and the f f -7 i_
background noize, while the FM nolse -1 P ,}J m-]
gide frequencies are not transformed I —
at the IF (they cancel one another). f /"
The line shown in Figure 3 18 used §

as a matched detector section and
permits monitoring the degree of B measurement setup:
matching ¢f the mixer with the 1 —- noise generator; 2 —

eircult. measuring line; 3 — direc-
tional coupler; 4 — step-

less HF attenuator; 5 —

The measured mixer relative gate; 6 — test klystron;

. ' 7 — frequency converter;

noise temperature [7] 1s: 8 — converter output 3
, 1 [ Np) 1 equivalent; 9 — low=nolse
t ='I:?["'D£—+(1_T)]+‘°' (11) IF amplifier; 10 — preci-

sion IF attenuator; 11 —

indicator

Figure 3. Block dlagram of

where N (w) is the spectral densilty

of the AM noise plus background nolse
of the klystron; L is the nolse signal attenuation in the circult of

the subject klystron. In mixers constructed using & Schottky barrier
diode with small values of the loss resistance Rs' the quantity to

1s caleulated from the formula:
i
t,=td(1—-57). (12)

where t, is the relative noise temperature of the Schottky barrier
diode (for an ideal diode, &, X 0.5). We see from (11) that the

measured quantity consists of three noise components: AM noise plus
background noise of the rubject klystron, thermal noise in the sub-
Ject klystron circuit, and the erystal mixer self-noilse. By meas~

uring L, Lo, and to, we can determine the generator noise radiation

spectral density.

The table shows * ‘ectral density Nn of the AM noise plus back=

ground noise for gseveral klystron types relative to the carrier fre=-
quency power level Nc referred to the band Af = 1 kHe. Measurements
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TABLE

iy i Tk ) T
Kiystron 149 L -t ,
[ 4
£, MHz 30| e0] 100] 2000 30] 60| 100 200] | GO} -100 00| a0 60] 100] 200

N /NG |0 —105{=1081=117|=108{—110]—112|=110] ~95|=108/=108{=112[=113/=122=125-131
n’ s .

4

dB/kHz o

v, V 1520 1800 - " 1800

Ur v —~180 —180 ' - —400
ref? 0

Uf’ v 40 -85 - -

Ns ’ mw 12 8 4 50

made at an IF £ 3 500 MHz thowed that the mixer relatlive noise tem-
perature does not vary with rrequency and is equal to

e[+ t- L) Ha=T e (13)

We can see from the table that the AM noise plus background noise of

the klystrons is quite high, and even at frequencles f ~ 200 MH2 Nn
Ty v 3 . 10q °K. When measuring N (w) of klystrons as a function

of frequency, it 1z necessary to know the mixer converalon losses.
This quantity is found as

e = ==y (ah)
where Nl is the noise generator spectral density at the mixer input;
N2 1s the noise radiation spectral density at the mixer output
terminals. The quantity N2 was measured by replacing the HF noise

generator plis mixer system by an equivalent IF noise generator with
known and controllable noise temperature. In this case, the IR
nolse generator had impedance equal to the mixer output impedance.

We investigated the dependence of klystron noise radiation
spectral density on the magnitude of the voltage Uf on the focusing

electrode. Figure 4 shows the results of measursment of the nojse
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Figure 4. Experimental depend- Figure 5. Nature of exp-
ence of type K-=49 klystron erimental dependence of
noise radlation spectral den- redundant relative nolse
sity on focusing electrode temperature of frequency

voltage: transformer:
H = » l — - . ——
Ur = 1800 V; Uref 170 V3 K19 klystron K 45 2

] — TF 30 MHz; 2 — 60 MHz;
3 — 100 MHz

spectral density of a type K-49 klystron, referred to the mixer out-
put, for different IF and constant LO' We see that the noise gen-

erated by the klystron depends strongly on Uf {the voltage Ur on the
resonator and Uref on the reflector were held constant, and during

the measurement time the mixer erystal current was held constant) at
frequencies below f < 30 = 50 MHz, and depends weakly on Uf at fre-

quencies f > 50 MHz. The klystron nolse 1is minimal for Uf correspond-

ing to the maximal generated signal power. Moreover, during the
measurement, we observed the hysteresis phenomenon, i.e., the minimum
of the relative noise temperature shifts in one direction or another,
depending on how Uf changes (from -60 to =100 V or from =100 to =60

V). Therefore, an intermediate frequency fIF s 50 MHz should be
selected in mm= and cm=band superheterodyne receivers.

Analysis of the experimental results obtained (Figure 5) for t'
made it possible to obtain the empirical formula (2), which was used
in calculating the limiting IFA passband frequenciles. After the
1imiting frequencies are determined, it is necessary %o construct
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the amplifier frequency characteristic in some fashion or other
(for example, with the aid of filters).
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STUDY OF SCHOTTKY BARRIER DIODE FREQUENCY CONVERTER
IN THE SHORT MILLIMETER WAVELENGTH BAND

V. F. Kolomeytsev, Yu. Yu. Kullkov, A. M. Kupriyanov,
I. A. Strukov, L. I. Fedoseyev, Yu. B. Khapin and
V. 8. Yetkin

ABSTRACT. We present a technique for and
results of measurement of Schottky barrier diode
pasic parameter- .t 1.8 - 2 mm wavelengths, and
also comparison of these data with the results
obtained on point-contact sllicon diodes. We
discuss the possibilitiles for the use of Schottky
barrier diodes in frequency converters for the
short millimeter wavelength band. According to
the measurement results, the relatlve noise tem-
perature of the Schottky barrier diode 18 ap-
proximately 1/2, and the diode ideality parameter
is 1.2. The frequency converter relative nolse
temperature is close %o 1. The measured conver-
sion losses in the radiometric regime were less
than 13 dB at A = 1,88 mm,

The absence of short millimeter band UHF leads to the necessity
for constructing radiometers for this band using the scheme: modu=-
lator-frequency converter=IFA~detector. In this case, the radio-
meter reliability and stability are determined by the reliability
and stability of the frequency converter, in which point-contact
dlodes are used [1, 2]. The latter have poor stability, reproduci-
bility, and reliability, which limits application of short millimezter
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band radiometers for the solution of & whole series of problems of
radiophysics, radiocastronomy, and thermal radar.

Recently, considerable attention has been devoted, both 1n the
USSR and abroad, to study ot majority-carrier diodes (Schottky bar-
rier diodes fabricated using planar-epitaxial technology). Just as
the point-contact diodes, the Schottky barrier diodea(l) utilize the
rectifying properties of a metal semiconductor contact. The use of
planar-epitaxial technology has made it possible to create a "honey=-
comb” structure with reproducible parameters whleh do not change
with time. 1In the Schottky barrier diodes, there is no minority
carrier accumulation effect and, consequently, there is no diffu-
sional capacitance. Thanks to this property, these dlodes are fast-
acting varistors, and may find application in microwave éwitching
devices and microwave frequency down-converters. The use of a
Schottky barrier diode in a 5-mm frequency converter was reported
in [3]. Conversion losses of 5 - 6 dB were obtained. As far as we
know, no experiments have been conducted on use of Schottky barrier
dlodes in frequency converters at shorter wavelengths.'

The purpose of the present article 1s to investigate the possi-
bility of using Schottky barrier diocdes in frequency converters in
the short millimeter segment of the spectrum, and to conduct an ex-
periment using a Schottky barrler diode and a point-contact dlode.

The experimental conditions were the same in both cases. Diodes with-

out holders were used in both cases. The studles were conducted in
the same chamber. The dimensions of the pins for the p/p structures
and the needle were also the same. No effort was made to optimize

the characteristics of the frequency converter. A gold-GaAs contact
of n=-type was used as the rectifying contact of the Schottky barrier

diode, a tungsten-silicon contact was used as the point-contact diode,

(1)Hereaftep. we shall use for brevity the term "Schottky barrier
dicde" to mean "Schottky barrier diode fabricated using planar=-
epitaxial technology".
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The frequency converter transfer, noise, and impedance charac-
teristics are defined by the Volt-Ampere characteristic, Figure 1
shows the V=A characteristles of two diodes: S1 point=contact and
GaAs Schottky barrier and thelr equivalent circuit. The V=A char-
acteristics of both diod. types are described analytically by the
expression:

1= 1,]exp () =] (1)

where n is & dimenslonless coefficient;.lB 18 the saturation current;

q is the electron charge; k 1s the boltzmann constant; T is the ab-
solute temperature. We rewrite (1) in the form:

I = I, lexp (aU) — 1]. (2)

The quantity o 18 determined from the slope of the semilog V=A
characterlstilc:

Afleg!
o = 23082455 (3)
In the ideal diode case, n = 1 and

o = ia‘.glaq/kr=3s.ab-l for T =300°K.

Pigure 2 shows the dliode V-A characteristics on a semilog scale.
For real diodes, the V-A characteristic slope 18 o = 30 V-1 for the

#PA ' gl
! ==z
ot = =7
e f
o P AR
¢r / =
5 Suks 2 - =
2t ! - I
2t — of j | l!d
=7 B ey TR VR YA VA S . A B T TR TR
Figure 1. V=A characteristics Figure 2. Semilog V-A char-

of 81 point=contact and GaAs acteristics of 81 pointecon-
Schottky barrier diodes and tact and OaAs Schottky bar-
their equivalent oircuit rier diodes
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Schottky barrier dirde, and o = 12 V'l for the point-contact diode. |
Thus, the parameter n for the corresponding diodes is: n = 1.28

for the Schottky barrier diode, n = 3,2 for the point-contact diode,
The saturation currents for the corresponding diodes are determined
by the points of intersection of the V-A characteristics with the
current axis. For the GaAs Schottky barrier dlode, I, = 4.5 x 10'“
A; for the point-contact diode, I, = 10" A. The diode series re-
sistance R, can also be determined from the V=A characteristics:

for the Schottky barrier dlode, Rs = 15 Ohm, for the point-contact
dlode, Rs = 20 Chm.

An important characteristic of frequency down~converter dlode
quality is the noise ratio Np, i.e.,, the ratio of the dlode nomir.al

noise power to the nolse power of a resistor whose magnitude is
equal to Rb + Rs. Tt is not difficult to show that for the Schottky
barrier diode, the resulting relation for NR has the form:

(/2) Ry R,
‘vﬂ;’ b+ A . (u)

For small currents through the diode, when Rb >> Rs, we can obtaln

NR = 0.5 4f n = 1. With increase of the current through the diode,

NR slowly increases because of Rs noise.

In order to exclude the influence of heterodyne noise on the
frequency converter noilse characteristics, the intermediate frequency
1g selected in the 3-cm band. The block diagram of the setup for
measuring the noise ratioc and nolse temperature of diodes 1n this /91
pand is shown in Figure 3. The measurement error amounted to 1° K.
The noise temperature measurement results of the corresponding
diodes are shown in Figure 4. The GaAs Schottky barrier diode has
significantly lower noise temperature in comparison with the 81
point-contact diode. Another disadvantage of point=contact dioder
18 the considerable noise temperature change with "overheating” of
the points (shaded region). Curves of the noise ratio of the
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Figure 3. Experimental setup for Figure 4. Nolse temperature
determining diode noise ratio and of S1i and GaAs diodes versus
noise temperature current through the dlodes
1 — waveguide chamber; 2 — ex- " '
ternal constant bias; 3 — meas=-
uring line; 4 — modulator; 5 — L A
precision attenuator; 6 — noise
generator; 7 — circulator; 8 — T
random signal generator; 9 —
reference voltage generator;
10 — tunnel amplifier; 11 — “ 0
detector; 12 — LFA; 13 — super-
heterodyne demodulator; ili — u-v-F‘ }
recorder s
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corresponding diodes as functions of Figure 5. Nolise ratio

i

the current through the diodes are of S41 and GaAs déodes
: versus current through
B shown in Figure 5. The theoretical the diodes:

and experimental noise ratios of the 1 — theory; 2 — ex-

L
P
,‘
!
B
cod
Lo,

Schottky barrier dlode agree. periment

The basic parameters characterizing the frequency converter
are the conversion loss L and relative noise temperature t. The
: technique for measuring the relative noilse temperature does not
| ! differ from the technique for measuring diode noise ratlo. The

E! N4 pelative noise temperature was found to be equal tc ¢t = 1.2 and
;_ﬂ Y t = 2 = 2.5 for the Schottky barrier and point-contact diodes.
K
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The conversion losses
were measured using the
scheme shown in Figure 6.
The input signal was the
noise signal of & @Sh-8 H-mm
tube. Since the spectral
density of 1ts radiation
decreases sharply 1nlthe
2-mn part of the spectrum,
the tube was calibrated at
the wavelength A = 1,88 mm
with the aid of a detector
receiver. A blackbody in
boiling nitrogen was used
as the primary reference.
The frequency converter
conversion losses measured

2 g ’

] |

! ¥ 7 f | "

} f |

J ] g [/

—— '
]
I}
»

Figure 6. Experimental setup for
determining conversion losses:

1 — frequency converter; 2 — het-
erodyne; 3 — GSh-8; 4 — modulator;
5 — precision attenuator; 6 —
noilse generator; 7 — tunnel ampli-
fier; — peference voltage gener-
ator; 9 — detector; 10 — LFA;
11 — superheterodyne detector;
12 — recorder

in this fashion in the two-channel regime at A = 1.88 mm were 13 and
16 4B for the Schottky barrier and peint-contact diodes, respectively.
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INFLUENCE OF PHASE SHIFTER ON FREQUENCY
DIVIDER CHARACTERISTICS

elflhiar 4ok

Ya. E. Veyber

o [l Ty

ABSTRACT. We study the influence of a :
phase shifter in the feedback loop on circult ¢
characteristics for the example of a frequency ¢
divider with converter and amplifier. It 1s i
shown that use of the phase shifter is not ad- |
visable in most cases. We find the external
signal amplitude at which the synchronism band
reacﬁes e maximum for even division ratlos
n 2 4.

INTRODUCTION

In the last 10 - 15 years, frequency dividers (FD) of the re- /91
generative type with multi-order frequency conversion have been
developed and studied [1, 2, 4, 7 - 9], which have a simple circuit
(absence of frequency multiplier), wide synchronism band, and ease
of regulation. This varlety of regenerative FD includes the fre=-
quency dividers with converter and amplifier (DCA) [1 - 5], the
push-pull FD [7, 8], and the push-pull FD with reactive feedback
[9, 10]. In these FD there are no asynchronous osclllations outside
the synchronism band [11] because of the smallness of the so-called
asynchronous current component (Iyq). Some presearchers [3, 6, 12] |

e i e & Aot v 1 = o i ke . ;o 3 S

have suggested the introduction of a phase shifter into the feedback

loop in order to improve the FD parameters significantly. According /92
to these investigators, the introduction of "optimal® phase shift
maximizes the mixer transmission coefficient, which increases the
synchronism band and stability of the division process. According h
to Andreyev and Tseitlin (4, 13], FD ciroults without phase shift




in the feedback loop (1.e., without a phase shifter) are usually
used, as a result of which maximal synchronism band and maximal
output voltage phase stability are obtained. However, there 1s a
phase shifter in the circult rsoposed in [4]. Reference [14] also
indicates the absence of any marked improvement in the synchronism
band in the FD with small value of 101 with the introduction of
complex feedback.

In the present article, we investigate the influence of a phase
shifter on FD characteristics and present recommendations relative
to 1ts use in FD circults. We study the influence of the phase
shifter for the example of a DCA eircuit whose transistor versicn
is shown in Figure 1. Thz [requency converter (FC) 1s a bridge con-
sisting of the dlodes D1 -

Dh’ to which there 1s ap-

plied the input signal e
and the feedback voltage
u from the cascade ampll=-
fier consisting of the
transistors Ti and T2.

l—fc
s+l
’b

We make-the study using s
the method of slowing
varying amplitudes, we use
the symbolic method of
{15] for writing the equa-
tions, and we use the apparatus of double Fourier series in the form
of the modulation characteristics method [11, 16] for calculating
the current spectrum at the FC output.

Figure 1. Frequency divider with con-
verter and amplifier

FREQUENCY DIVIDER EQUATIONS

We shall make several assumptions which simplify analysis of
the circuilt (Figure 1).
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1, We consider that the amplifier operates in the linear re-
gime and there 18 no collector current reaction (as, for example,
in the cascade amplifier).

2. The inductance of the feedback loop winding has no influ=-
ence on FD bridge operation. The admissibility of this assumption
is determined by the small magnitude of the modulus of the feedback
coefficlent k for transistor circuits (k ~ 0, 1).

3. The stray inductance of the circuit coil is egqual to zero.
For the frequency range 0.1 - 30 MHz in FD circuits, coils are used
with magnetoelectrically armored cores, having small stray lnductance
even in comparison with the feedback winding inductance.

. We assume that in the amplifier, transistors are used with
1imiting current amplification frequency fa’ exceeding by 5 - 10

times the subharmonic frequency fl, so that we can ignore the 1iner-

tial properties of the current carriers in the translistor.

Let us formulate the equations of the DCA., Assume that the ex-
ternal synchornizing signal e = E cos wt, and the feedback voltage:

u = U (1) cos [yt + @ (9], ' (1)
act on the FC bridge. The complex feedback voltage amplitude:
U=Ue" (2)

1s connected with the complex amplitude of the current through the
loop I1 and the symbolic control impedance Zy {(p) by Ohm's law:

U =I,Zy(p) (3)

The magnitude of the symbolic impedance for the circuit with a
single parallel loop 1s equal to:

n n
Z,(p) = TR = TR (4)
where Roe is the equivalent active resistance of the loop with time

constant T at .he natural frequency wgs P = d/4t is the differential
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operator; £ = (w/n = wo) T 18 the generalized loop detuning; k =
k%¢k = U/U, 1s the feedback coefficlent with modulus k and @3
Uk is the complex amplitude of the loop voltage. Substltuting the

expression presented below for the complex current amplitude (12)

and also (2) and (4) into (3), separating the real and imaginary
parts, we obtain a system of two abbreviated equations describing the
processes in the FD 1in the synchronism regime:

TpU = U(N%, cos ng-cos @y + N, clung-sin g, — 1),

Tpp = — (N7, 8innp-cos ¢, — Ny cosnp-sing, + 3R (5)

where N = SeROek is the regeneration coefficlent; Se is the equiva-

lent slope of the characteristics of the FC-amplifier circult, Yo.s
]

are the in-phase and quadrature with respect to feedback voltage
subharmonic current expansion coefficlents (EC).

RESULTS OF FC OPERATION ANALYSIS

Using the double Fourler seriles apparatus [11, 16], we deter-
mine the instantaneous value of I1 and the complex amplitude of

i of the current components (with frequency w, = w/n) falling in

w/n
the LC loop passband for the synchronism regime:

‘:,'n = stt[fl.n-lm (‘i:“ T -n;p) + 1, nﬂm(‘%" +9+ '“P)]l (6)
I, = (I,connp — jl,sinny)el, (7)

where
lew= "z?t(’l.ﬂ-l -+ Il. nei): (B)

Here, St is the slope of the transistor (amplifier) characteristic;
n is the division ratio; Rz 18 the equivalent resistance of the FC

load, determined by the amplifier input resistance Rin and the con-
verter load resistance r, (see Mgure 1). In components of the form

111' the first subscript denotes the number of the current harmonic
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through the FC load with ex-
pansion into a Fourler serles
in the external slgnal fre-
quency w, and the second sub=-
seript is the harmonic number
with expansion of Il into a

Fourier series in fthe cyn-

chronous frequency w, % w/n.

We shall approximate the Volt- e

Ampere characteristic of the N~ I

FC bridge diodes by a polygon " ) A . . .
gure 2. pproximation o

with cutoff (E, > 0 1s the modulation characteristic by

polygon:

The position of the operating
point on the characteristice 1s
determined by the signal ampli-
tude E; for large feedback
voltage amplitudes U, two cut-
off points appear; 1 — theo-
retical data; 2 — experimental
data; 3 — approximation

cutoff voltage, I, is the re-

sistance of the open dlode)
in order to take into account
the influence of the cutoff
voltage Eo on the FD para-

meters, since for the small

FC loads characteristic for

transistor circuits, the voltages applied to the FC are commensurate

with the cutoff voltage Eo‘ In this case, the amplitude of the

first current harmonic I1 (u) with frequency w {modulatlon char- /96

acteristic) is equal to
hun { 0 u— 2E, <0,
) dyn 0,5, u—=28>0,

where ¢ | (0) 18 the EC for the first current harmonic [16], and the
diode bridge dynamic slope den and current cutoff angle 0 are de-

fined by the equalities

1
Sqyn = FEAMFM,s cwd=—TTF (9)

1n order to facilitate the salculation of the components I1:,
we approximate the modulation characteristic I; (u) by a polygon,
considering, in so doing, the experimental data (Figure 2). As a
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result of the calculations, we obtaln:

I,; = Saygn Esa [v; (8,) = v (6,01 = 0.417 S4qp U *
0.417 den U [Yz (Bz) - Yz (eu)]’ (10)

where y; (8) is the EC for the I*h current harmonic {16]; & =
0.5/1.2 = 0.417 1s the slope of the approximating straight line;
a=U/Eand b = 2 EOIE are the relative values of the feedback and

bias voltage amplitude; Bz and Bu are the lower and upper current
cutoff angles, defined by the equallties:

h—1 b4+02
c()s(!z::—-a-—. cos G == =cosﬂi+—-. (11)

With account for (10), the expressions (7) and (8) take the form

Iy -+ 8U (Tccos np — J1,81n ng) e, (12)
1-,. =2 eU'fr. "
where
Tore =t [Tua (*')-L) - Tur( '?u\] 4= {Tan (01) = ‘{nu (Gu!l. (13)
Se=0A11R;SSayne
.The graphs of the EC o 4 - . —
vy (a) for various values
of the bilas b and divi- Ly Pt
sion ration = 2, 4, 5,
constructed using (13) 4! Y ?
and (11), are shown in i K
Figure 3. We see that “ R B
the bias b (or ampli- e
tude of the external h NG T Ei
signal E) has marked T e agadead |

influence on the nature VN R MMt fan Wb

of the EC curves, which

confirme the necessity 5:3“r° 3; E;P'n'izg goeff}cientaiy
rsus signal amplitude a for various

for considering the biases b for division ratio:

cutoff Ej. a—nea2;b=—neljoc—n=sh

(Figure continued on following page)
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Let us examine the influénce of phase shifts in the feedback
loop on FC operation. According to (6), the amplitude of the sub-
harmonic current in the FC load depends on the feedback voltage ¢,
and the subharmonic phase ¢ * does not coinelde in the general case
with the phase ¢. It may be shown that, in the reglon of stable values
of the amplitudes a, the signs of the components Il,n-l and Il,n+1

are opposite. Therefore, according to (6), the maximal and minimal
subharmonic current amplitudes will be obtalned for phases equal %o

‘Ptmx":i:%. ﬂ’!mn=':F'£.-(u—1).. ‘Pl’mln"l’lmin"o- (14)

The phase angle o of the first loop current harmonic (relative to u), /97
corresponding to the current extrema, can be found on the basis of

the equation of FD phase balance, formuleted under the assumption of
absence of phase shifts in the amplifier (Figure 1i):

Vta+O=gp (15)
where & = ¢k — 13 the phase shift introduced by the phase shlfter.
From (14) and (15), we obtain the following values of the angles a:

Wm“={¢uﬁ.m-m

Of on = Ol ([, = 0'

. “ 4
7 ”

lo--l FC lﬂloop_u S )-l
- ’-oa

Figure 4. Block diagram of DCA for phaée
deviations:

FC — frequency converter; FS — phase

shifter

Consequently, the largeat amplitude of the current components with
frequency w/n at the FC output 1is obtainad with feedback voltage
phase ¢ = + 7/2n, or with load (loop) phase angle a = + n/2. An
angle close to this value can be achieved only at the edge of the

. The phase is indicated relatIve to the phase of the signal e.
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synchronism band., When the loop is tuned to resonance with the
subharmonlc frequency (with the feedback loop open), the current
amplitude will be minimal. To obtain a maximum subharmonie current
with resonant tuning of the oscilllatory system, we can use & coupled
system of loops, or a phase ghifter which introduces the additional
phase shift ¢ = + n/2. Ve emphasize that the 1nd1catedlphaae shift
magnitude is optimal only in the sense of obtaining maxlimum sub-
harmonic current at the FC output, but the characteristics of the FD
as a whole may not be improved 1in this case.

STATIONARY REGIME CHARACTERISTICS

The FD behavior in the stationary regime 1s described by the
equatlions:

Te™ W:'HP . t = — N7, sinnp, & =0, (16)

T.=:’: !Ilan ’ E=i1v7cmmpi (p=:|:“12| (17)

obtained from (5) by the substitutions pU = p$ = 0 and ¢k = =0,

n/2(l). We obtain all the basic stationary regime characteristics
from (16) and (17).

It is well known that for n > 2 in the FD without asynechronous
component 101, subharmonics are not excited from the equilibrilum

state [11]; therefore, in place of the threshqld with respect to the
input signal E, it 1s more convenient to use the concept of thresh~
old regeneration coefficient Nth {suitable for any n), to which there

corresponds the minimal eontrolling resistance magnitude, when the
conditions of existence of the atatlonary pregime in the absence of
detuning, £ = 0, are still satisfied:

L | Vtemas © =0,
Nth vmaxs @ = 4= 0/2, (18)

(I)The resonance and phase characteristics are gymmetric only for
the phase shift ¢ =0, a/i.
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Here Yo,s max denotes the maximum absolute values of the functions ]

Yo and Yq° TI¢ 18 obvious that synchronism is possible only for

i

N> Nth' Figure 5 shows the dependence of Nth on external signal

amplitude E, plotted from (18) and the EC curves; the dash-dot line
corresponds to infinite threshold growth for b 2> 1, when the FC does

not operate. The curves show rapid increase of Nth with increase of n,

the presence of a threshold with respect to external input, and the
absence of a ceiling for the DCA cir-
cuit. For n = 2, the presence or N

absence of the phase shifter in the o oy '
clrcuilt does not alter the FD ,',-

threshold properties, for n > 2

introduction of the "optimal" phase 0y

shifter into the circuit reduces the ,,_|///

threshold magnitude in the best case

by a factor of 1.5 ~ 2. " =-..______________.":-::=’ |

[
2 ¢ F B X
We note the presence for n > 2 4 b & v

of the function N, (V) for even Figure 5. Threshold re=-
generation coefficient N
division ratios n and sharp increase th
y P versus external signal am-

of the threshold for odd n in the plitude E
vicinity of the point b = 0.4 (or
E=5§ Eo), corresponding to the midpoint of the modulation character=-

istic. This means that the synchronizing signal amplitude E = 5Eo

is optimal for even division ratios n 2 i, since in this case the
synchronism band reaches & minimum; for odd ratios n 2 3 in the

region of E values close to 5 Eo' subharmonic generation will
terminate.

We obtain the resonance & (f) and phase né (§) frequency char-
acteristics(l) from solution of the stationary regime equations (16)

(I)We shall consider that the amplitudes and phases of the voltages
Ug,y 8Nd U (see Plgure 1) coincide, although in reality, for ¢ ~ ®/2,

the phases of these voltages differ by n/2.
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and (17). In order to calculate the characteristics for ¢ = 0 using
the selected regeneration coefficient N > Nth‘ specifying values of

cos n¢ and determining sin n¢, we find from the first equation (16)
the quantity ¥y,. From the v, o (a) graphs, we find the self-main-
L]

taine . oseillation umplitude x and the EC Yg? and from the second

equation (16) we find the value of the detuning t. We solve (17)
similarly. The constructed [requency characteristice for the bias

b=0.2andn=2, 4, 5 are shown in Figure 6(1). For the division
ratio n = 2, the frequency characteristics are reminiscent of the
characteristics of an oscillatory loop. With lnerease of nand N

for ¢ = 0, the DCA frequency characteristies improve (i.e., the
resonance curves become flatter and flatter, and the phase curves
become prattically linear), while for & = /2 the characteristics
deteriorate; the resonance characteristics become sharper and sharper,
the length of the phase curve linear segment decreases, and the slope
of the characteristic curve and the phase rate of advance lncrease.
With n 2 4 for the case ¢ = 0, and with n 3 5 for the case ¢ = n/2,
the frequency characteristlcs beccme multivalued because of the
oseillatory nature of the EC; excitation of large-amplitude oscllla=-
tions becomes most likely, although in practice we can observe ex-
citation of small-amplitude osclllations. Transition from one branch
of the characteristic to the other may be accomplished by Jump of

the phase n¢ by +7 (Figure 6c), which is undesirable.

Analysis of the frequency characteristice showed significant
deterioration with presence of the "optimal" phase shifter in the
circuit. Actually, in view of the peaked nature of the resonance
curves (for ¢ = w/2), with even small detuning of the loop relative
to the input signal frequency (for example, aging of the oscillatory
loop components, operation over a range of temperatures, signal fre-
quency drift, and so on), marked reduction of the output voltage
amplitude 1s possible, which may 1ead to disruption of the operation

(1)The characteristics of the UCA with phase shifter are denoted
by the subscript "¢ = - 90°", ‘
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(Pigure continued on following page)
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Figure 6. (continued):
b =n=1}
(Figure concluded on following page)
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of the subsequent devices and practical reduction of the operating
frequency band, although the synchronism band does not change. ©On
the other hand, for ¢ = w/2 for any n, the phase characteristics
remain nonlinear and the phase advance rate increases significantly
(for example, for n = 5, N = 40, b = 0.2, the phase advance rate
increases by 18 times), which leads to a corresponding increase of
the phase instability. 1In addition, it is not possible to regulate
the degree of resonance curve narrowing.

The synchronism band (1.e., the region of maximal possible de-
tunings within the limits of which the synchronism regime is main-
tained, if it was previously established) can be determined on the
basis of the stationary regime stability conditlions, or directly from
the resonance characteristic, since stability transition takes place
at the boundaries of the synchronism pand. It is convenient to ex-
press the synchronism band nc in unita of generalized detuning Ec

by the known zquallty:

b
Ee -j;LQo
where fo and Q are the natural frequency and equivalent quallty

factor of the FD loop. Figure 7 *  shows curves of DCA synchronism
pand, expressed in units of detuning Ec’ versus regeneration coeffl-

oient N for division ratios n = 2, 4, 5. The relation §, (N) for
the case n = 2 is given by the formula:

L=VT =T 0<b<li  ® =0 (19)

obtained upen substituting into (1€) or (17) the limiting EC values
Yo " Yg * 1. The graphs show clearly that upon connection of the

"optimal" phase shifter into the FD ecircuit for the range of regen=-
eration values N > (1.5 - 2) New used in practice, the synchronlsm

pand usually decreases, since, in the circult with the phase shifter,

' Figures 7a, b are presented for the primary branch of the reson-
ance characteristle.
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Figure 7. Dependence of DCA synchronism band,
expressed in units of detuning Ec, on regen-

eration coefficient N:

g —nmw24; B—n=5;1—9%=0;2—
& = /2

the synchronism band 1is determined not by the quadrature component
Ygs but rather by the in-phase component Yo which, for the indlcated

values of N, is usually smaller than vg.

Thus, in contrast with the assumptions of certaln authors [3,
12], we can conslder it to be established that the so-called "optl~
mal" phase shifter does not increase the synchronism band. The
nature of synchronism band dependence on the external signal ampli-
tude (Figure 8) confirms this cor-
clusion. We see from the curves
for n > 4 the synchronism band tir
1s maximal for the external sig- k

nal amplitude E = 5 B. z

The amplitude characteris- ’ a2 & d: 'Y 7?
tic, i.e., the dependence of the
feedback voltage amplitude on Pigure 8. Dependence of syn-

chronism band on external sig-
nal amplitude:

1—¢=0; 2—&=n/2

the external aignal amplitude
for the resonant loop tuning
case E = 0 and n = 2, 4, 5;

$ =« 0 18 shown in Figure 9.
It is convenient to plot the characteristic in the coordinates (a/b,
1/b), since a/b = (U/E) + (E/2 E;) = u/2 E, and 1/b = E/2 E,.
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The values of a and b are determined
directly from the EC graphs, drawing
a horizontal line at the level 1/N
until intersecting the curve y, (a)

for ¢ = 0 {(or the curve Y, for ¢ =

n/2). The amplitude characteristics
are nearly linear. In the input
amplitude region 1/b = 2.5, we ob~-
serve disruption of the synchronism
regime for odd n. Depending on the
regeneration magnitude, hysteresis

in the oscillation onset and termina-
tion 1s possible. The hysteretic part
of the characteristics is located to
the left of the dash-dot line. The phase shifter does not alter the
nature of the curves, but for ¢ = n/2 they 1lle considerably higher,
since in the case the self-oscillation amplitude a 1s larger. Marked
increase of the oscillation amplitude may cause deterioration of the
output voltage form (in the transistorized scheme).

71/V

Figure 9. Amplitude
characteristic of DCA

Thus, summarizing, we note the following:

1. 'The subharmonic current amplitude at the FC output 1s mini-
mal in the absence of phase shifte in the feedback loop, and is maxi-
mal when connecting the "optimal" phase shifter into the circuit,
which introduces the phase shift ¢ = % w/2, corresponding to tne
feedback voltage phase ¢ = + 1/2 n.

5. The introduction of the phase shifter (¢ = n/2, n > 2)
may reduce the regeneration threshold magnitude by a factor of 1.5
to 2, Here, the synchronism band decreases in most cascs, and the
frequency characteristics deteriorate, which leads to increass of
the phase instability. Deterioration of the output signal shape 1s
also possible. These negative phenomena are accentuated with in-
crease of the divislon ratio n.
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3, The use of the phase shifter for frequency division by &
factor of two is not advisable in general beceuse of the absence of
any advantages. In those rare cases of FD use when phase stability
does not play a significant role and, figuratively speaking, the
simple fact of frequency division l1s sufficient, for n > 2 a phase
shifter can be introduced into the circuit in order to lower the
regeneration threshold. 1In all other cases of FD use (in devices for
synchronizing and frequency tracking in phase-gsensitive systems)
circuits without. a phase shifter can be recommended in order to
improve FD phase stability. All that we have sald here also applies
in full measure to frequency dividers with reartive feedback fo, 101,
50 that their application i1s not advisable.

4. In this study, we have determined the optimal external usig-
nal amplitude for which the FD has the maximal synchronism band and
minimal threshold for n 2 4. We have identified the existence of
a region of "eritical" input amplitudes where generation of odd subhar-
monics of multipliecity n 2 3 1s not possible. The existence of
hysteresis in the onset and termination of the oscillations hae been
established.

The author wishes to thank Prof. 8. I. Evtyanov and V. v.
Andreyanov, Cand. Tech. Sei., for thelr review of the manuscript
and valuable comments.
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COMB-LINE BANDPASS FILTERS

Ye. A. Vlasov

ABSTRACT. A calculation is made of comb=1ine
microwave filters with respect to speecified losses
with the aid of a prototype low-frequency filter.
We examine a technigue for calculating shielded
parallel coupled lines with circular cross section
conductors. Along with the formulas and graphs,
we give an example of the caleulation of a comb~
1ine bandpass filter with respect to specified
parameters. We examine specific designs of such
filters in application to thelr use in spacecraflt
onboard antenna and feeder devices.

The radiotechnical system of the modern spacecraft includes
several radio receiving and radio transmitting devices which can
operate simultaneously in various frequency channels, providing
two-way radio communicatlon, transmission of telemetry information,
and the conduct of various physical measurements. Because of the
comparatively small dimensions, the antennas of these devices are
inadequately isolated from one another, whici leads to the appear-
ance of mutual interference. FPFor interference suppression, the
channels of the devices include bandpass filters, each of which
passes the signal band of 1ts device and suppresses the noise sig-
nals. In addition, a single antenna is often used for simultancous
operation of several devices on spaced frequencies. Bandpass fil=-
ters are usually used for combining or separating the signals of
these frequennies [1].
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Comb-line bandpass filters o=t £ £ x
(BPF) [2, 3] have been widely =t v HI:
used in the microwave (SHF)
pand. Figure 1 shows the elec- AR -+ vt
trical schematic of such a fil-
ter. It contains n parallel
coupled metal bars 1, ...,

of length 1 = A/8 or shorter. Pigure 1. Electrical diagram
The bars are grounded at one of comb-lin?ng?dpass filter
end, and loaded by the caplici-

tors ck at the other end. The end bars 1 and n are connected 1in

parallel with the matching transformers 0 and n+1l, which are also

grounded on one side, while the other side 1s connected to the cir-
cult. Such filters are small, slnce the bars are shorter than A/8,
and simple to fabricate,

Tuning of the filter is accomplished by the capacitors, which
makes it possible to compensate for fabrication errors. The filters
have low losses, since the use of dielectric materials is minimized.
The first parasitic passband is located no nearer than the fourth
harmoniec.

Filter frequency characteristic. The f{requency characteristic
of the ideal bandpass filter is shown 1n Figure 2. The fllter
passes a signal without loss in the frequency band Af = fp - r_p.

and has attenuation equal to infinity outside this band. However,
such a characteristic 1s physically unrealizable (4]. The real
filter has some attenuation Ln in the passband; this attenuation

depends on the frequency. Usually it is approximated in the pass-
band in the form of the maximally-flat (Figure 3a) or Chibyshev
(Figure 3b) characteristic. Outside the passband, the filter
attenuation also depends on ihe frequency.

In addition to the basic passband,microwave filters have para-
gitic bands which must be considered in their design. Usually, the
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Figure 2. Frequency Figure 3. Maximally-flat BPF char- i
characteristic of ideal acteristic (a) and Chebyshev '
BEF BPF characteristic (b) :

filter frequency characteristic is specified for its design: pass-
band center frequency f, = (fp + f_p)/z, passband relative width

s ek L P

W= Af/fo = (fp - f_p)/fo, the pulsation amplitude in the passbsnd
for the filter with Chebyschev characteristic or the attenuation L

at edge of the passband for the filter with maximally-flat frequency 1
characteristic, the frequency f-a or fa outside the passband at

which the atteruatlion La must be provided.

Reference [3] presents several graphs for determining the number
of resonators of filters with Chebyshev or maximally-flat character=
istic. It is convenient to determine the number of resonators for
any filter with Chebyshev characteristic from the nomogram of
Figure 4 [5].

Example. Let us design a comb=line BPF with Chebyshev charac-
teristic having the following parameters: passband center freguency
fo = 1227 MHz; passband width w = 0.08; pulsation amplitude in the

-y,

e e

passband Ln = 0.1 dB; the filter must provide attenuation L, = 50 dB

iﬁg;; at the frequency f = 1616 MHz; the filter is connected to a line

¥ .

with characteristic lmpedance ZA ® 50 ohm. We determine the normed
frequency variable!
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Q=2 'p_—’_'ba--g,-(wq).

in our case, @ '0?&(%%%",1)'8 .

From the nomogram (Figure 4), we f£ind that the value n = 3 corre-
sponds to the values @ = 8, L, = 0.1 4B, L, = 50 4aB.
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Figure 4. Nomogram for determining number n of
resonators for filter with Chebshevskly characteristic
nela«15
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Resonator parameters. Historically, the development of miero- ;
wave filter theory was preceded by the development of low=frequency
filter theory. A design technique was developed for the latter,
and extensive tables of values of the individual parameters were
compiled. The low=-frequency f1lters were taken as prototypes 1n
developing the technique for microwave filter design. Specifically, 1
the low-frequency filter with lumped elements i1s usually used as the
prototype for the design of comb-line filters [2, 3] (FPigure 5).

i2=g inva

- - — - — .
(AT Loy ety Tlaeinl)faer = bnur Ine,
A | e

Figure 5. Schematlic of ladder fillter ugsed as
low-frequency prototype 3

s e s AT

Tables of prototype filter parameters for Chebyshev and maximally-
flat characteristics with number of resonators from 2 to 15 are /107
presented in[3, 6].

The microwave comb=line filter resonators are characterized by
the characteristic impedance zaJ and electrical length €. Figure 6

PRRTORPF 8

shows coaxial line quality factor as a function of characteristiec
impedance [3]. The optimal quality
1s obtained for Ve, Z,=74chm. With

P T S T NPy

some approximation, this value of sin
the characteristic impedance was oL
taken for comb filters with bars of
rectangular section, and ylelded ‘”@:
quite good results [2 - 4]. Good W00pa—oa18 9 0 18 T o2y !
results are also obtained for the
cholce zaJ = 74 ohm in the case of

Figure 6. Coaxial line :
quality factor versus !
eircular bars. The electrical characteristic impedance '
length of the comb filter reconator

bars is usually U=2alA<a4,
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Example. For a filter with n = 3 and L, = 0.1, we have the
following values of the elements: g4 * 1; £, = 1.0315; 8, = 1.1474;
33 = 1,0315; By = 1.

From the graph (see Figure 6), we select zaJ = 74 ohm, which
corresponds to YaJ = 0.0135 mho. It was previously assumed that
ZA = 50 ohm, 1.e., YA = 0,02 mho.

)’ .’ Y\

-?i- == 0,877, ?:,- = 1,8,

Determination of partisl capacitances. Determination of the
partial capacitances 1s preceded by determination of the parameters
which are functions of the electrical length &:

‘l‘L AR .
?— ?.,J i J-H-(n-l)

It is convenient to determine these
parameters with the ald of nomograms and
graphs. Figure 7 shows the relation:

b Ij/f,j
8 cosect 0 -
T:TLHQ)’MT%L' (2) [
Figure B shows the nomogram for deter- l’:
mining !
b b ——
tL~a 8 oo e
Pas pa (7t) TR (3) T f
and i |
7 B T TR N o
A b w b
-y-—' - - tgo
o g® *st) “.Fnﬁu o d (&) Figure 7. Jarameter

bJ/Yad versus resona-
tor electrical length
-]

for the parameters of the prototype filter
with n = 3 and Ln s 0.1 4B, 1In the left
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side of the nomogram are plotted curves of the relations: 1

for w = 0.1, The right side of the nomogram is used to determine
the valueg of these parameters for w = 0.01 - 0.1. Nomograms for
any other values of n, Ln’ w can be constructed using this same
principle.

en |, T Jey |
T iy | Yap |
; ’lf 7
AN
N
A N
S
""—“F’-“*"’“"é'/ | 4 AN
T, IS
ORAR ? ‘
IR
| ] i ¢ \“ |
olg] Jwla wijnl . ' {
i;i_’-” Ol iy ke M G 4 v ‘
o)

Pigure 6. DNomogram for determining the paramzters
oﬂlr,., (h and ;.Y WoH for a filter with Chebyshev
characteristic n = 3 and Ln = 0,1 dB

In view of the fact that the values obtained with the aid of
the nomograms are normed relative to Yad (normed relative to YA in

Mattaei [2]), the formulas for determining the capacitances change
somewhat

G-I/ ) )

Ver \
o AT.Y Yo . Gy  Ji, o
-g—'-—-—"-‘v..r (l—-,;i"'?u;—-y:‘-lle).i..!' (6)




K B ULEL L1 L A

A ™
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With the aid of the nomogram (Figure 9), we can determine the
load capacltor capacitances:

E Ya,clgﬂ
¢l =~ (13)
s e!
Y] -
. ! 19
awik;
i\|: b
sl N NN
\ \l l \‘Q\‘\ ‘\..
2 L NOSTRC SSSINN
? ~{
|\ . Sl N ___-\#\l \.\:\
- ‘g - - = ﬁh &
R AR | -
R REN i
¢ T T R & RO AT T/

Figure 9. Nomogram for determining capecitances of
lumped loading capacitors for several resonator
electrical lengths:

1 — 8 =25°; 2 — 35%; 3 — U5°; M — 55°
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The relation c? = ¢ (f) forY, =001 mho for several discrete values of

8 is plotted on the left side. The right side of the nomogram serves

for determining the quantity cg for arbitrary Yaj in the limits from
0.01 to 0.02 mho.

Example. With the aid of the graph (see Pigure 7), we determine
hj/YaJ' Por 0 : u'% = 45% bJY,, = 1.28. For the found value of bJ/YaJ’

using the nomogram of Figure 9, we determine -‘;F"--% , and '

J|-3 . Ji.n
-7—5- g0 -.-'l -F;j- tg O,

To the quantity bJ/YaJ = 1,28 corresponds th/YaJ = 0.124 for
w = 0.1. In order to determine thfyaj for w = 0.08, we draw from
the point thlyaj = 0.124 on the vertical axis, a sloping ray to

interaect the point 0 of the horizontal w axis. The point of inter-
section of the ray with the vertical straight line w = 0.08 1s then
projected to the thlYaJ axis, and the point of intersectlon yields

the desired value Gyy/Y,, = 0.099. We can find the quantity Pl /110
simlilarly:

for w=01 Hig0 =018,

ai

for w=008 Fhigd =008
a,

The bar self-capacitances per unit length have the values: %

Lo . BT (4 |y O00-0FTT) = 558 w
1 o BOTOO (4 _ 1,48 + 0,000 = 0,004) -+ 8,58 = 3,17 -l




ot

The mutual capacltances per unit length are:

.05_' =ﬂ..-‘_-7,5—5,'58= 1,92,
. s 370,7.001%
fa ., 2:1 - _“_‘1192&"_ .0,004 = 0,48,

Fprom the nomogram of Figure 9, we determine the load condenser capa=-
citances. For f, = 1,223 MHz, 6 = 45° with YaJ = 0.02 the capacl~

tance X = 2.55 pF, while for YaJ = 0.0135, the capacitance ¥ -
1.75 pF.

Determination of filter geometric dimensions. The comb-1ine
filter is built structurally in the form of a system of parallel
resonator bars mounted in a single plane, on both sides of which at
equal distance from the corresponding bars there are located screen-
ing platec. By filter geometric dimensions, we mean the cross sec-
tion dimensions of the individual resonator bars, the distance be-
tween adjacent bars, and the distance between the screening plates.
Usually, the bars are circular (Flgure 10) or rectangular (Figure 11)
in cross section. The self and mutual capacitences of the resonator
bars are shown in the flgures.

-

Other conditions 7 ‘f¢//ZAL/////////////////////Lllg,

F ly Fu .f-n‘ ".’fo-f Cretn T
being the same, the

FAA 4|----| b
structures with circu- 4 ‘.N i
ﬂ‘t
lar bars are somewhat 7z r-_Lz ////////x//yyyyoocoaaacac
simpler to construct.
We shall examine the Figure 10. Cross section of filter with
technique for calcue- eircular bars
lating the cross sec-
PR 'f./f IR TS T ITT T IO ETIORIP TP

tion geometric dimen=- , p,, ﬂm! t‘.r.m t‘nun

sions of a filter 7 HH Hl'"‘“‘ {b==4
with circular bars. q}g @ f

The filcer structure i L ”"””’/’
is broken down iuto
a number of elemen~ Figure 11, Cross section of filter with

tary cells equal to rectangular bars
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the number of bars. Fach cell is & T-ghaped combination of three

condensers, one of which represents the self-capacitance per unit

length of the corresponding bar, and the other two represent the

coupling capacitances of this bar with the nelghboring bars.

-HiF AHHE AFpiF
I? I Loy
2

Figure 12. Elementary filter
cells

Figure 12 shows the filter
elementary cells. The uni-
laterally loaded cells 0 and :
n++ correspond to unilateral q02 f
matching transformers at the w T g g o
filter input and output. S TR TN T N TR PPy

Ll L N '
* . T S
et Py

The cells 1 - § -~ n corre- Figure 13. Relationship between
spond to the bilaterally lcaded 1/2 (Cy4 441/¢) and 1/2 (8/b) for
resonator bars. With the aid several fixed values of d/b:
of Figures 13 - 15, for each %.;; 3/E—f0?é?;52;:-0?if;63—:7
Jth elementary cell we deter- 0.5
mine the relative bar diameter

dJ/b, and half the relative distances from the bar to the two adja-

cent bars:
.;_ﬁt;ru. and .%.:"_'L-g.u.,

Figure 13 shows the dependence of the mutual capacltance

CJ’J+1/e between bars on half the distance between bars 1/2 bJ’J+1/b

for several values of the relative bar diameter d/b of the jth cell,
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Figure 14, Relationship between
1/2 (Cj/e) and 1/2 (S/b) for

several fixed values of d/b:

1 — d/b = 0.7; 2 — 0.65 3 —

Mm@ RE 4B &% a/b

Figure 15. Relationship be-
tween 1/2 (cJ/e) and d4/b for

several fixed values of 1/2
(8/b):

1 — 1/2 (S/p) = 0.07; 23 -~
5 — 0.75

Figure 14 shows the de-
pendence of half the self-
capacitance 1/2 CJ/s of the

Jth bar on half the distance

between the bars 1/2 SJ J+1/’b for several values of d/b.
]

In order to determine the dimensions of the bilaterally loaded
element, we draw on Figure 13, horizontal 1lines corresponding to the
element mutual capacltances cJ-l,J/° and CJ J+1/°' The coordinates

’

of the points of intersection of these lines with the 1ines (1) =

(5) of constant d/b values are transferred from Figure 13 to Flgure

14, and from them we plot the curves for C /e and C +1/:.
J=1, J Js J

The sought values of 1/2 SJ-l,J/b and 1/2 SJ,3+1/b are the horigzontal
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coordinates of the points of intersection of the constructed curves i
with the curve corresponding to the sought dJ/b value, On the other

hand. the sum of the vertical coordinates of these points iz equal

; to the resonator self-capacitance. In order to find the indicated
points of intersection, we construct an auxiliary curve through the
midpoint of the chords Jolning the points of intersectlon of the
curves of constant d/b values with the constant mutual capacitance
curves. On the graph, we draw a horizontal line corresponding to
half the rod self-capacitance to lntersect the auxillary curve.
Through the point of intersection we draw a line parallel to the pre-
viously mentioned chords. The points of intersection of this line
with the curves Cy_; ,/¢ and D, 41/¢ e on the.BouSht_dj/b curve.

(PRI B U N L i

N 0 T PP Y

The projections of these points on the abscissa axis yleld the sought
values of 1/2 SJ-l,J/b and 1/2 Sy, 3+1/b' i

The sought values of dJ/b are found with the aid of Figure 15.

LT Y

On the vertical axis, we ley off the partlal self-capacitances 1/2
CJ/e of the bars. Along the horizontal axis, we lay off the values

of d/b. To find the sought d/p value, we draw in Figure 14, vertical
lines corresponding to the found values of CJ_1 J/e,and Cy, y+1/6Tind their
L]

PR A -

points of intersection with the curves of constant 4/b values, and

transfer them to Figure 15. Through these polnts in Figure 15, we

draw curves of the found values of 1/2 SJ-l J/b and 1/2 SJ’J+1/b. /113
3

On the vertical axis of the figure, we lay cff the previously found
self-capacitance half-values, which in sum yield the self-capacitance
CJ/e of the jth bar. Through these polnts we draw horizontal llnes

to intersect the corresponding 1/2 Sd-lnd/b and 1/2 SJ’J+1/b curves. i i
3

The points of intersectlon are projected to the horizontal axis of
‘, the figure to a single point corresponding to the sought dJ/b value.

1 This technique applies to the bllaterally loaded bhars.
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The unilaterally loaded bars, specifically the matching trans-

3

formers at the fllter input and output, have some finite mutual |

I

coupling capacltanca C, 1/3 with the neighboring bar of the filter .
H

structure on one side, and the coupling capacitance co ofe = 0 on !

the other side. Theoretically, zero coupling capacitance is obtained
with 8, 0/b=- » 3 in practice, good results are obtained with S, 0/bz !
H » :

2 1.5.In calculating the cell with unilaterally loaded bar, we take i
the vertical 1line 1/2 S/b = 0.75, as the line of zero capacltance. j

Example. We determined previously the sclf and mutual capaci-
tances of the resonator bars., The subJect filter can be represented !
in the form of five cells, and, in view of symmetry, cells 1 and 5, :
2 and U are pairwise analogous. In Figure 13, we draw two horizontal
lines corresponding to the previously determined values of 00,1/5 -03’4

/e = 1.92 and Cy s/ = C, 3/e = 0.48, to intersect the lines of constant
] >

e LR

d/b values (curves 1 - 5). We transfer the points of intersection
to Figure 1lU, and draw through them curves corresponding to these
{| capacitances. The first filter cell is a unilaterally loaded bar

with the partial self-capacitance CO/E = 5,58, and the partial

coupling capacitances C, ofe = 0, C0 1/e = 1.92. In Figure 14, we
1} H

make an additional construction: the points of intersection of each
of the constant d/b lines (1) - (8) with the curve a G, 1/8 = 1,92
»

P

)

and the line 1/2 8/b = 0.75 are joined by chords. Through the chord
midpoint, we draw the auxiliary curve b. Through the point on the 1
vertical axis of the figure corresponding to the value 1/2 cofe-

- e e AR ———

= 5,58/2 = 2,79, we draw a horizontal 1ine to intersect the constructed !
auxiliary curve b. Through this point of intersection, we draw a line A
parallel to the previously constructed chords to intersect the lines {
:#f; a (Co’l/e = 1.92 and 1/2 8/b = 0.75. The points of intersection have é
the coordinates (2.26; 0.1) and (3.32; 0.75). The sum of the vertical i
coordinates 2.26 + 3.32 = 5.58 = Cy/¢, which was to be proved, i.e., the i;
i

found points lie on the curve of the sought do/b value, The




horizontal coordinates yield the half-distances:

To find the dimension dO/b, we find in Figure 14 the points of

intersection of the vertical lines corresponding to the values
1/2 8, 0/b = 0.75 and 1/2 8, 1/b = 0.1 with the curves of constant
? ]

™
| ol
-t
=

d/b values, and the found polnts are transferred to Figure 15. In
this figure, half the bar self-capacitances are plotted along the
vertical axis, and the d/b values are plotted along the horizontal
axis. Using the transferred points, we draw curves of constant

1/2 8/b = 0.1 (curve 2) and 1/2 S/b = 0.75 (curve 5) values. Then

we draw horizontal lines of the previously found values of 1/2 Cb/e =
3.32 to inte-sect the curve 5, and 1/2 Co/s a 2,26 to intersect the

curve 2. The points of intersection are projected onto the horizontal
axis to a single point dolb e 0.49. In view of symmetry, cell 5
has the same dimensions.

Cell 2 has the coupling capacitances C, lfe = 1.92; €y 2/5 =
] ]

0.48, curve b. The auxillary constructicn is mede similarly, and
through the chord midpoints we draw the auxiliary curve d; through
the point of intersection of the auxiliary curve d with the lines
1/2 Cl/s « 3.17/2 = 1,585, a straight line is drawn parallel to the

chords. The points of intersection of the parallel line with the
curves a — Cy 1/3 = 1.92, and b -—— C; 2/e = 0,48 have the coor-
] L)

dinates (1.28; 0.07) and (1.88; 0.26). Hence the half-distances
to the neighboring bars are:

1y e, /b = 0,07, Yy Sig/b = 0,20,

in order to determine the bar diameter dllb, the points of

intersection of the vertical lines 1/2 §/b = 0.07 and 1/2 8/b = 0.26
with the 1lines of constant d/b values (1 - 8) (Figure 14), are trans-
ferred to Figure 15, and through them we draw the curves 1 and 3
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corresponding to these values 1/2 8/b = 0.07 and 1/2 8/b = 0.26, and
find the points of intersection of these curves with the horizontal
lines 1/2 Cl/e = 1.88 and 1/2 C,/e = 1.28, respectively. The found

points, projected onto the horizontal axis, yleld the sought value
dl/b = 0.32. Cell 4 has similar dimensions.

. Bk, +o ki oy b B i .-
e »- e e

Cell 3 has the same coupling capacitances C, 2/5 =C, B/s = 0.48.
L 2

-t -

which simplifies the calculation: in Figure 14 we draw the horizontal
line 1/2 Cy/ec = 4.13/2 = 2.065 to intersect the curve b (Cy /e =
»

R

0.48). The horizontal projection of the point of intersection yields
the sought value 1/2 S1 2/b = 1/2, S? 3/b a 0.27. The points of 1in-
] o ]

s

tersection of the vertical 1/2 8/b = 0.27 with the lines (1 - 8) of
constant d/b values (see Flgure 14) are transferred to Flgure 15,
and through them we draw the ecorresponding curve i, The horizontal
coordinate of the point of intersection of this curve with the hori-
zontal line 1/2 02/e = 2.065 yields the sought value dz/b = 0.36

In determining the filter cross sectlion dimensions, the relative dis-
tance between the nelghboring bars 1s obtained by summing like half-
distances found for each of the bars. The pasic dimensions of the
filter are surmarized in the following table.

e I P . b e e, SR, 40 i R !

Rod No. 0 1 4 3 i

Cel? i 2 3 [y b

d | d
_’b’_ .‘.i'__o..«,g -"5‘--0,32 < = 0,3 -d;—=0.32 - =0,49

- + S-r;'“.nu,a]‘?%ﬂgo,r:‘ls—b-"uo.r_.:ﬁl‘%ﬂao,r,:; i}!ao,n'\‘l:,;.“am ]
. j

e Y P TR

- Note: Commas represent decimal points.

3.
*

"

Figure 16 shows the fillter cross section, P

-

Construction of lumped loasding condensers. The filter resonator |
loading condenser capacitance can be determined with the aid of the |
nomogram of Figure 9. In the frequency range in question, the




condenser capacitance for , et /115
the various filters does '
not exceed 10 pF. Usually
such a capacitance is pro-
vided by a flat condenser
with two plates, one of

which is a metal capaci-

tive plate mounted on AU
the end of the resonator ﬁ—-
bar, and the other is 2 ;
corresponding metal block
which 1s in electrical Figure 16. Comb-line filter (%top
contact with the upper view)
and lower metal plates e 22 777 77
(Figure 17). Usually, d 4 & dy &y ]
these metal blocks are made e g gﬁf_ . — |y
movable. This makes it AT AT A 4
possible to regulate load- i Jh,;”'u;q;u)uﬁuﬁu,znu;qnu i
ing condenser capacitance o . & -{"51 &ﬂ W, S
in the tuning process, i
thereby compensating for . E
any possible smIl devia-  Lyea Bi}lor vien oipeuisr bares sal- ‘
! tions in the filter culated in the example
: dimensions., !
é Figure 18 shows a comb filter loading condenser unit [2]. 1In ;
g this unit, tuning of the loading condenser is accomplished in two ;
: steps: rough tuning is first accomplished by displacing the metal .
' block, after which the position of the block is fixed, and fine
filter tuning is accomplished wlth the aid of trimming screws. In
o other words, this process can be termed two~step tuning.
& ?
' Figure 19 shows a comb fi1ter loading condenser unit which 1
permits accomplishing one-step tuning [9]. Here, a system of i
threaded joints, including a screw mounted on a block and & screw ]
mounted on a special bracket (yoke), which in turn is rigidly ?
;
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Figure 18, Resonator bar Figure 19. Resonator bar load- fi
loading condenser unit with ing condenser unit with "gingle- 5
"fwo=step" tuning: step" tuning: %

1 — trimming screws; 2 — 1 — trimmer block; 2 — csleeve; 4
trimming block; 3 — capacl- 3 — screws; 4 — capacitive :
tive plate plate §

4

attached to the fllter case, 1s Py i 3

used to displace the block with a

o a4
small step and fix its positiocn. The ‘T‘
screws are made movable relative to éd H

one another by means of a metal

sleeve with internal thread. Mobil- [ ]

ity of the entire unit is achieved by In/ Out In?

making the screws with different 7116
piteh or different direction of the Figure 20. Electrical
threading. As the sleeve is rotated, gtz:g;tsﬁimgtigzrwfzﬁ fre-

the metal block displaces, and the bandpass elements

displacement step is equal to the sum
of the thread pitches when the threads are made in opposite direc-

tions, and equal to the difference of the pitches when the screws
have threads in the same direction.

Freguency separation using comb-1ine bandpass filters. Band-

pass filters have found wide application as components of circuits
_ for frequency division and summation. Figure 20 shows the electrical
4 eiprcult of suech a fiiter [10]. The filter has nine bars. Bars 2, ?
3, 4 and 6, 7, 8 are bandpass element resonators, and bars 1, 5, 9
are matching transformers. The element including resonators 2, 3, 4 !
15 desigied to pass a signal with frequency fl; the element including i
|
i

o TR AR AT A5 DTS -t ok F R T T i oy Mmm‘, s
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regonators 6, 7, 8 1ia desligned to pans a aignal with frequency f2'

In this filter, the transformer 5 1is loaded on both sides. Here,

1t is important that the mutual coupling capacitances of transformer

5 with bars 4 and 6 not very along its length, l.e., that the parallel
coupling segment lengths be the same on poth sides. This implies

that the transformer 5 and resonators i and 6 associated with 1t must

have the same geometrlc length.

As we have noted previously, the resonator bars in the comb~line
filter may have electrical length © ;17/4. This possibility permits
making the bars of the subject separation filter of identical geo-
metric length 2. The bar electrical length is determlned by the
geometric length and operating frequency:

:
¥
4
#
§
:

3 o wRR Lt

91 B%Ih (1")

2
e,=-ﬁ-l.. (15)

ol

where A = C/2nf is the wavelength. Since I, = 22, the bar electrical /117

N

PRI PP S

lengths are connected with one another by the relation:

(16)

N = a ‘__f.L
oM h

In designing the filter, we first select the resonator bar
electrical length of one of the bandpass elements, determine the bar
geometric length, and use the above relation to determine the elec-
trical length of the bars of the second element. The further calcu-
lzticn is analogous to that of conventional comb-line bandpass ele-
ments. The results of an experiment with a separation filter designed
using this technique for 81/92 = 0.8 showed good agreement between

IR o Sl b o T

e the characteristics obtalned and those assumed in cealculating the
bandpass elements.

P
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